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Abstract—A recommendation system is a method that provides suggestions of items that might users like. There are many domains that can be recommended, one of the most demanded domains by users today is food. In the era of big data, food choices from the large amount of data make it difficult for users to choose the right food for them. The collaborative filtering (CF) approach is considered capable of providing accurate and high-quality item suggestions. One of the algorithms that can provide good performance results from the CF approach is Matrix Factorization (MF). This study aims to test a dataset that contains product ratings of food items using three MF algorithms, which are Singular Value Decomposition (SVD), SVD with Implicit Ratings (SVD++), and Non-Negative Matrix Factorization (NMF). Different latent factors are also used for the purpose of improving the performance of the proposed recommendation system algorithm. The dataset used is Amazon Fine Food Reviews. The study shows NMF and SVD++ as the best algorithm for generating user rating predictions for items. NMF has the smallest average prediction error as measured by MAE which is 0.7311. While SVD++ obtains the smallest prediction error value of 1.0607 as measured using RMSE. In addition to these results, the top-n evaluation also shows that the proposed algorithm performs quite well. The hit ratio value for each different n-item always increases proportionally to the number of recommended n-items. The highest hit ratio value is generated from the SVD++ algorithm of 0.0025 on n-item recommendations of 25 items. Overall it can be said that the proposed algorithm has good performance in providing item recommendations.
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1. INTRODUCTION

A recommendation system is a method that can provide suggestions based on favorite and useful items for users [1]–[3]. The recommendations made are meant to aid users in making decisions about things like what to buy, what news to read, and what music to listen to. Food is certainly one of the domains that can be recommended to users. Food is an essential component of human life [4], which makes the food domain in much demand by users.

In the era of big data, there are many food options available both on the internet and in commercial restaurants. This huge selection of food makes it difficult for users to choose one of the many food items available. In order to provide food suggestions to users, a food recommendation system is created that can provide recommendations according to user preferences. The food recommendation system offered is collaborative filtering (CF) [6]. The CF method suggests products to active users based on what other users who share their likes have liked (similarity) [2], [3]. The fundamental idea of CF is that users with similar behavior patterns are more likely to share similar preferences, so a user’s past choices can be used to make recommendations to another user [7]. The most widely used algorithm of the CF approach method is Matrix Factorization (MF) [8].

In our study conducted, we propose three MF derivative algorithms to create a food recommendation system model based on the CF approach. To build a good food recommendation model, we limited this study to using the Amazon Fine Food Reviews dataset. We chose this dataset because the features contained in the data are in accordance with the model built. In addition, the MF derivative algorithms that we use are Singular Value Decomposition (SVD) [9], SVD with Implicit Ratings (SVD++) [10], and Non-Negative Matrix Factorization (NMF) [11].

The purpose of our study is to implement three types of CF-based MF algorithms in a food recommender system and compare the performance results with the BaselineOnly [12] algorithm based on the values obtained from the error evaluation results. The performance of the implemented CF method is measured using Mean Absolute Error (MAE) [13] and Root Mean Squared Error (RMSE) [14]. Furthermore, to evaluate the model, we apply the top-n recommendation and measure the results using the hit ratio [15] so that we know the performance of the model that has been built.

The study conducted is guided by previous studies on recommender systems that use a collaborative filtering approach. Basically, there are various kinds of recommendation system algorithms to suggest items to users. Anand, R. and Beel, J. [16] conducted a study to compare the performance of prediction algorithms using several recommendation system algorithms. One of the algorithms they use is the BaselineOnly algorithm. They used three different datasets and two evaluation matrices, MAE and RMSE. They also measured the estimated running time of the program. Their results show that the BaselineOnly algorithm is able to produce a quite good prediction with MAE = 0.7479 and RMSE = 0.9433 run from the MovieLens 100K dataset. Tran, D.T. and Huh, J.H. [17] also conducted a study using the same BaselineOnly algorithm. Their research also shows quite good
results, by running a train size of 90%, the BaselineOnly algorithm used has the lowest error rates value. The MAE value obtained is 0.79, MSE is 1.13, and RMSE is 1.06.

The study [18] said that one of the most successful methods for creating recommendation systems is the collaborative filtering method. The study conducted by Mustafa, N. et al. presents three primary types of CF approaches which is memory-based, model-based, and hybrid collaborative filtering algorithms to discuss in more detail the challenges, the solution to the challenge, and an analysis of the algorithm's challenge-solving potential and predictive performance.

Rajabpour, N. et al. [19] developed an application aimed at tourists arriving in a country. The application provides food recommendations to tourists according to their preferences. A food recommendation system designed with collaborative filtering and content-based filtering approach. Then the built system is tested by a number of users before being appraised through empirical experiments. In addition, precision and recall matrices are used to measure the integrity of the recommendation system algorithm. The results of this study provide fairly good accuracy in recommending food items according to user preferences, which is 86.3%. Yu, C. et al. [20] said that a good food recommendation should not only make users feel satisfied with the suggested items but should also be able to increase the sales revenue of the recommended products. In their study, they also built a food recommendation system using an improved collaborative filtering approach. The recommendation system they built was successfully implemented on the Zhuoji booking platform and received good feedback from users. This can be achieved because the model they use has a coverage ratio value of 83.2%. But besides the large coverage ratio value they have, the accuracy value is only able to reach 74.3%.

Vivek, M. B. et al. [3] conducted a study related to food recommendation systems with a machine learning based collaborative filtering approach. They apply the Tanimoto Coefficient Similarity and LogLikelihood Similarity methods to calculate item-based similarity based on user preferences. Meanwhile, to calculate user based similarity, they use Euclidean Distance and Pearson Correlation. Their study concludes that a user-based approach can provide better recommendations than an item-based approach. This can happen because there is high interaction between users and the items of data they use. The last, Massimo, D. et al. [21] built a food recommendation system by inputting user preferences as ratings and tags. Matrix Factorization serves as the recommended algorithm. The evaluation results measured by MAE showed a poor value. The MF user tags implemented are only worth 0.979 which shows that the performance of the method used has not met the expected prediction results.

Based on the various studies described above, the BaselineOnly and Matrix Factorization algorithms have a good enough ability to recommend items. From the above studies as well, the Matrix Factorization algorithm has the possibility of producing better recommendations than the BaselineOnly algorithm. In addition, Matrix Factorization with CF approach is widely used in current recommender systems [13]. So in this study we focus on comparing the performance results of the BaselineOnly and Matrix Factorization algorithms that we propose using data from Amazon e-commerce that we get from Kaggle.com.

2. RESEARCH METHODOLOGY

2.1 Model Design

The food recommendation system created requires several stages that must be performed well. In Figure 1 there are stages of the food recommendation system using the CF method which starts from load datasets. In this section, we load the dataset that has been downloaded from Kaggle.com. After that, data preprocessing is carried out, this stage aims to make the data used easy to read and facilitate the data analysis process. There are several steps we took to improve the structure of the data in data preprocessing. Furthermore, the collaborative filtering modeling stage using the matrix factorization algorithm, this stage consists of two steps, namely updating the P and Q matrices, where P represents the relationship between users and features while Q represents the relationship between items and features. After that, the rating prediction step is continued, this stage aims to get the approximate value between the user and the item. In the final stage, we evaluate the predictive values generated by the algorithm using MAE and RMSE measurement.

![Figure 1. Flowchart Design of the conducted research.](image-url)
2.2 Load Dataset

The data used in this study is the Amazon Fine Food Reviews Dataset, which is review data for food products sold on Amazon e-commerce. The dataset was obtained from website Kaggle.com which is https://www.kaggle.com/datasets/snap/amazon-fine-food-reviews in csv format. This dataset has the attributes and variables needed for the study. There are 10 columns and more than 500,000 rows in the dataset that will be processed into the data preprocessing to make the data easier to analyze. The column attributes contained in the dataset include Product ID which consists of 74,258 data. The product data referred to here is food data. Then there is User ID data which consists of 256,059 data. Next there is Product Rating data which consist 568,454 data. The Product Rating here is the interaction between users who give a value or rating to food products. Lastly, there is a collection of Metadata consisting of 568,454 data. In addition, dataset details can be seen in Table 1.

Table 1. Summary of the data used in this experiments

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Number of Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product ID</td>
<td>74,258</td>
</tr>
<tr>
<td>User ID</td>
<td>256,059</td>
</tr>
<tr>
<td>Product Rating</td>
<td>568,454</td>
</tr>
<tr>
<td>Metadata</td>
<td>568,454</td>
</tr>
</tbody>
</table>

2.3 Preprocessing Data

In the data preprocessing, we perform the attribute selection process from the required dataset. Data preprocessing is carried out to improve incomplete and irregular data structures which involve validation and data imputation processes. From the details of the dataset in Table 1, the attributes needed for this study are Product ID, User ID, and Product Rating. Attributes incorporated in metadata are not required for the model-based collaborative filtering MF algorithm. We split the dataset using the cross validation (CV) method, which is a method used to evaluate the performance of an algorithm by splitting the data into two sections, which are training data and testing data. We split the dataset with 80% training data and 20% testing data. Five iterations were performed to maximize the estimated error rate. The original dataset that we used has 256,059 userId, 74,258 itemId, and 568,454 rows of interaction ratings from users for certain items. But in top-n recommendation modeling, we scrape the data into 31,032 userId, 16,926 itemId, and 37,000 user rating interaction rows. We decided to do this because the complete data that we use is too large to be processed in our system. An example of the dataset after preprocessing can be seen in Table 2. The userID column contains the identity of the user, the itemID column contains the identity of the item, and the rating column contains the item rating rated by the user.

Table 2. An example of a dataset after preprocessing.

<table>
<thead>
<tr>
<th>userID</th>
<th>itemID</th>
<th>rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>256056</td>
<td>74254</td>
<td>5</td>
</tr>
<tr>
<td>29529</td>
<td>74255</td>
<td>2</td>
</tr>
<tr>
<td>256057</td>
<td>74256</td>
<td>5</td>
</tr>
<tr>
<td>163453</td>
<td>74256</td>
<td>5</td>
</tr>
<tr>
<td>256058</td>
<td>74257</td>
<td>5</td>
</tr>
</tbody>
</table>

2.4 Matrix Factorization Algorithms

This section consists of two main parts, namely updating the P and Q matrices and then calculating the prediction matrix to get the user’s prediction value for the item. In this section, we use three MF derived algorithms from the surprise library [22], which are SVD, SVD++, and NMF. To generate a rating prediction matrix, MF performs a number of steps, beginning with the explicit reference step, which initializes the user and item matrices randomly. After that, MF goes through the rating matrix step which is obtained from the user’s assessment of the items in the previous step. The next step is to update both latent factor matrices P and Q, using the Stochastic Gradient Descent (SGD) algorithm, an optimization algorithm used to find the most suitable model parameters between the predicted value and the actual value. The last step is to form a prediction rating matrix which is obtained by multiplying both latent factor matrices in the previous P and Q update steps. The purpose of MF is to reduce the loss function (rating difference between the actual matrix and the prediction matrix) which is processed at the P and Q update steps using the SGD algorithm.

2.4.1 Singular Value Decomposition

Singular Value Decomposition (SVD) is the earliest version of MF [13]. In collaborative filtering-based recommendation systems, SVD is one of the most popular MF algorithms [23]. SVD is used to factor an X matrix into three matrices. In general, the SVD formula can be written as follows:

\[ X = P \cdot \Sigma \cdot Q^T \]  \hspace{1cm} (1)
Where $X$ denotes the original matrix, $P$ denotes the orthogonal matrix, $\Sigma$ denotes the diagonal matrix, and $Q^T$ denotes the transpose of the orthogonal matrix.

From equation (Error! Reference source not found.), we can see that SVD is an algorithm used to reduce a dimension. Dimensionality reduction techniques such as SVD [24] can quickly generate good quality item recommendations. An illustration of SVD can be seen in Figure 2.

\[
X_{m \times n} = P_{m \times k} \times \Sigma_{k \times k} \times Q_{k \times n}^T
\]

Figure 2. SVD performs dimension reduction on a matrix that is split into several matrices.

From Figure 2 we can see that the SVD is generated from the reduction of the several matrices that have different dimensions. The orthogonal matrix $P$ has dimension $m \times k$, a diagonal matrix $\Sigma$ has dimension $k \times k$, and the transpose of an orthogonal matrix $Q$ has dimension $k \times n$.

### 2.4.2 SVD with Implicit Ratings

SVD with Implicit Ratings (SVD++) is a derivative of the SVD model [23] that considers implicit ratings from the user. Implicit ratings provided can be in the form of browsing history or items that the user has rated, an illustration is in Figure 3.

Figure 3. An illustration of SVD++ that considers implicit ratings to provide optimal recommendation results.

Implicit ratings has proven useful for prediction algorithms [25], as general recommendation systems will achieve better performance if more information is included [13]. The implicit rating given is in the form of user feedback or evaluation. In Figure 3, there are three types of implicit ratings given by users. A green smiling face indicates that a user has the highest rating for an item. A yellow neutral face indicates that the user has an average rating for an item. And finally, a red frowning face indicates that the user dislikes the item they have rated. Furthermore, SVD++ can combine the average item ratings, user-item bias, and implicit rating information to provide better recommendation accuracy results [13], [23]. The SVD++ equation can be written in equation (Error! Reference source not found.) as follows:

\[
\hat{r}_{ui} = \mu + b_i + b_u + q_i^T \left( p_u + |N(u)|^{-\frac{1}{2}} \sum_{j \in N(u)} y_j \right)
\]  

(2)

Where $\hat{r}_{ui}$ denotes the user rating predictions, $\mu$ denotes the global average rating, $b_i$ denotes the item offset matrix $(i)$, $b_u$ denotes the user offset matrix $(u)$, $q_i^T$ denotes the transpose matrix of latent-features item $(i)$, $p_u$ the user latent features matrix $(u)$, $|N(u)|^{-\frac{1}{2}}$ denotes the set of items from the user history $(u)$, $y_j$ denotes the implicit ratings item, $|N(u)|^{-\frac{1}{2}} \sum_{j \in N(u)} y_j$ denotes the eigenvector of the implicit user ratings $(u)$, and $p_u + |N(u)|^{-\frac{1}{2}} \sum_{j \in N(u)} y_j$ denotes the latent-features matrix of the user $(u)$ that provides implicit ratings.

### 2.4.3 Non-Negative Matrix Factorization

Non-Negative Matrix Factorization (NMF) also factorizes the original rating matrix into two matrices. NMF is an algorithm that implements a non-negative low-rank matrix into two latent factor matrices that also have non-negative elements [11]. In general, the NMF formula can be written as follows:

\[
V \approx P \times Q
\]  

(3)

Where $V$ denotes the original matrix, $P$ and $Q$ denote the latent features matrices between users and items. From equation (Error! Reference source not found.), it can be seen that the purpose of the NMF is to determine the two non-negative matrix factors $P$ and $Q$ from the non-negative matrix $V$ [13].

### 2.4.4 Benchmark Method

The comparison method used in this study is the BaselineOnly [22] model. In the BaselineOnly model, to calculate the rating prediction can be written in equation (Error! Reference source not found.) as follows:
We can find out the difference in their performance in rating prediction. The Mean Absolute Error (MAE) is one of the metric evaluation methods used to measure the accuracy value of a prediction model. MAE is developed from an average error metric that is commonly used in measuring multivariate vectors (vector-to-vector) [26]. The MAE value represents the average absolute error between the predicted value and the actual value. Intuitively, MAE calculates the average error value by giving equal weight to all data, as we can see in equation (Error! Reference source not found.) as follows:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |p_{ui} - r_{ui}|
\]  

(5)

Where \(MAE\) denotes the Mean Absolute Error value, \(n\) denotes the total number of data, \(p_{ui}\) denotes the predicted value of the user (\(u\)) against the item (\(i\)), \(r_{ui}\) denotes the real value of the user (\(u\)) against the item (\(i\)).

### 2.5.2 Root Mean Squared Error

Root Mean Squared Error (RMSE) is a measurement model that emphasizes significant errors. RMSE is a similar measurement to MAE that has the same scale as the original rating. But the errors in RMSE are squared first and then summed. The RMSE can be defined as the square root of the average of the squared differences between predicted and actual values [27]. The RMSE formula can be written in equation (Error! Reference source not found.) as follows:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (p_{ui} - r_{ui})^2}
\]  

(7)

Where \(RMSE\) denotes the Root Mean Squared Error value, \(n\) denotes the total number of data, \(p_{ui}\) denotes the predicted value of the user (\(u\)) against the item (\(i\)), \(r_{ui}\) denotes the real value of the user (\(u\)) against the item (\(i\)).

### 3. RESULT AND DISCUSSION

We ran the test using k-fold cross validation with \(k = 5\), the number of epochs = 20, then from the total 568,454 data we also split the data by 80% for training data and 20% for testing data. The three algorithm models are trained in one testing process so that we can find out the difference in their performance in rating prediction. The output of the developed model is then measured using two types of evaluation, which are MAE and RMSE implemented using the surprise library [22]. If the evaluation value is getting smaller, it shows that the prediction error value is also getting smaller and the prediction accuracy is getting better. But if the evaluation value is greater, then the prediction error value is also large and the accuracy of the model used is getting worse. The performance results of the three algorithms are summarized in Table 3.

**Table 3.** Algorithm performance results using num of epochs = 20, k-fold = 5 and various of n-latent factors.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>n-factors</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaselineOnly</td>
<td>-</td>
<td>0.9009</td>
<td>0.9041</td>
<td>0.9007</td>
<td>0.9042</td>
<td>0.9039</td>
<td>0.9027</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.8212</td>
<td>0.8244</td>
<td>0.8241</td>
<td>0.8207</td>
<td>0.8201</td>
<td>0.8221</td>
</tr>
<tr>
<td>SVD</td>
<td>15</td>
<td>0.8173</td>
<td>0.8177</td>
<td>0.8181</td>
<td>0.8142</td>
<td>0.8154</td>
<td>0.8165</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.8115</td>
<td>0.8126</td>
<td>0.8136</td>
<td>0.8104</td>
<td>0.8104</td>
<td>0.8117</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.7602</td>
<td>0.7623</td>
<td>0.7575</td>
<td>0.7650</td>
<td>0.7632</td>
<td>0.7616</td>
</tr>
<tr>
<td>SVD++</td>
<td>15</td>
<td>0.7561</td>
<td>0.7584</td>
<td>0.7581</td>
<td>0.7562</td>
<td>0.7568</td>
<td>0.7571</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.7516</td>
<td>0.7495</td>
<td>0.7548</td>
<td>0.7564</td>
<td>0.7528</td>
<td>0.7530</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.1767</td>
<td>1.1697</td>
<td>1.1727</td>
<td>1.1783</td>
<td>1.1785</td>
<td>1.1752</td>
</tr>
<tr>
<td>NMF</td>
<td>15</td>
<td>0.8698</td>
<td>0.8664</td>
<td>0.8610</td>
<td>0.8675</td>
<td>0.8636</td>
<td>0.8656</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.7302</td>
<td>0.7311</td>
<td>0.7320</td>
<td>0.7325</td>
<td>0.7295</td>
<td>0.7311</td>
</tr>
</tbody>
</table>
(b) RMSE

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>n-factors</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaselineOnly</td>
<td>-</td>
<td>1.1658</td>
<td>1.1073</td>
<td>1.0642</td>
<td>1.0629</td>
<td>1.0968</td>
<td>1.1693</td>
</tr>
<tr>
<td>SVD</td>
<td>10</td>
<td>1.1046</td>
<td>1.0998</td>
<td>1.0632</td>
<td>1.0629</td>
<td>1.0713</td>
<td>1.0703</td>
</tr>
<tr>
<td>SVD++</td>
<td>15</td>
<td>1.1005</td>
<td>1.1064</td>
<td>1.1031</td>
<td>1.1032</td>
<td>1.1003</td>
<td>1.1034</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1.0642</td>
<td>1.0648</td>
<td>1.0626</td>
<td>1.0625</td>
<td>1.0681</td>
<td>1.0663</td>
</tr>
<tr>
<td>SVD++</td>
<td>20</td>
<td>1.0588</td>
<td>1.0567</td>
<td>1.0599</td>
<td>1.1037</td>
<td>1.1073</td>
<td>1.1073</td>
</tr>
<tr>
<td>SVD++</td>
<td>10</td>
<td>1.1773</td>
<td>1.1745</td>
<td>1.1716</td>
<td>1.1767</td>
<td>1.1682</td>
<td>1.1737</td>
</tr>
<tr>
<td>NMF</td>
<td>15</td>
<td>1.1208</td>
<td>1.1191</td>
<td>1.1224</td>
<td>1.1231</td>
<td>1.1169</td>
<td>1.1205</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1.1208</td>
<td>1.1191</td>
<td>1.1224</td>
<td>1.1231</td>
<td>1.1169</td>
<td>1.1205</td>
</tr>
</tbody>
</table>

Table 3 summarizes the performance of prediction results for each algorithm. N-factor indicates the number of latent factors for each algorithm. Then, fold-k indicates the iterations performed on each algorithm. After that, average indicates the mean value of all iterations. From Table 3 (a), it can be seen that from several differences in n-factor and fold-k, the SVD algorithm is able to produce the best prediction value at n-factor = 20 then iterations at fold-k = 4 and fold-k = 5 with each value of MAE = 0.8104. The best average MAE value of the SVD algorithm is 0.8117. Furthermore, for the SVD++ algorithm, it produces the best prediction value with n-factor = 20 and iteration on fold-k = 2 with MAE value of 0.7495. The best average MAE value for the SVD++ algorithm is 0.7530. In addition, for the last matrix factorization algorithm in Table 3 (a), NMF produces the best prediction value with n-factor = 20 and k-fold = 5 with MAE value of 0.7295. The best average MAE value for the NMF algorithm is 0.7311.

In terms of RMSE which is presented in Table 3 (b), each algorithm has different values from the previous evaluation results. The SVD algorithm produces the best prediction value with n-factor = 20 and iteration on fold-k = 4 with RMSE value of 1.0970. The best average RMSE value for all iterations of the SVD algorithm is 1.0996. Then, for the SVD++ algorithm, the best prediction value is found with n-factor = 20 and iteration on fold-k = 2, with RMSE value of 1.0567. The average RMSE value for all iterations of the SVD++ algorithm is 1.0607. Lastly, the best predicted value for the NMF algorithm is obtained with n-factor = 20 and k-fold = 5, with an RMSE value of 1.1169. Of all the iterations, the best average RMSE value for the NMF algorithm is 1.1205.

Based on the error evaluation results for each algorithm in Table 3, we can see that there are differences in the performance results of the algorithms that provide rating predictions. Table 3 (a), shows that the best prediction algorithm measured by MAE is NMF with an average value of 0.7311, while in Table 3 (b), the best prediction algorithm as measured by RMSE is SVD++ with an average value of 1.0607. This can happen because both evaluation metrics have different parameters for making measurements, MAE measures the absolute error value while RMSE measures the squared error value. From the MAE, the NMF algorithm is able to produce the smallest error value than other algorithms. The resulting value can be said to be quite good because it is still far from the value of 1.0.

On the other side, we see two identical algorithms, they are SVD and SVD++. Both also produce a good MAE value, but SVD++ can be better than SVD. In Table 3 (a), SVD has the smallest average MAE value of 0.8117 while SVD++ has the smallest average MAE value of 0.7530. The SVD++ algorithm is able to outperform SVD because SVD++ considers ratings from the user so that the prediction performance is better than the SVD base model.

From the MAE result in Table 3 (a), we can also see that the three algorithms proposed in this study are able to outperform the performance of the BaselineOnly model. But there is something interesting about the RMSE results in Table 3 (b), the baseline model used is able to outperform the performance of the NMF algorithm with the number of latent factors n = 10 and n = 15. But at a latent factor of n = 20, NMF again outperforms the performance of the baseline model. From this, we can know that latent factors affect the performance of the algorithm in producing a good item prediction. From Table 3 presented, it is known that a larger number of latent factors will make the algorithm perform better. Also from the overall results shown in Table 3, it is known that MAE always gives a good error evaluation value for each predictive algorithm model built.

3.1 Top-N Recommendation

A good recommendation system must be able to find a set of n-items that might interest users. For this purpose, we evaluate each recommendation algorithm using top-n recommendations, to determine the quality of the recommendation system. To perform the evaluation, we used the three algorithms we proposed earlier and one baseline algorithm. To study recommendation performance against items, we use the Leave One Out Cross Validation evaluation protocol [28] from the surprise library [22]. We split the dataset into two sections: the
training set and the testing set. From this data, we leave one observation data taken from the testing data. From this one "out" data observation taken from the testing set, this method is called leave-one-out.

3.2 Hit Ratio

To evaluate our top-n model, we calculated it using the hit ratio which is also implemented with the surprise library [22]. Where if the user provides an interaction by rating one of the n items that are recommended, it is considered a "hit". To calculate the hit ratio we use all the items in the training data. Because it uses leave-one-out cross validation, there will be one item removed intentionally. Then the other items are used to recommend n items in the top-n recommendation model. If the resulting top-n recommendation list contains items that were removed from the training data, then it counts as a hit, if not, it does not count as a hit. The formula for calculating the hit ratio can be written in equation Error! Reference source not found. as follows.

\[ HR = \frac{u_{hit}}{u_{all}} \]  

(8)

Where HR denotes the hit ratio value, \( u_{hit} \) denotes the number of users whose answers are in top-n list (hits), and \( u_{all} \) denotes the total number of users in the testing dataset.

In our top-n model, we used various values of n. Details and evaluation results of the top-n model that we built, can be seen in Table 4. To find out whether the performance of the algorithm is good or not, we can see it from the resulting HR value. The value of HR = 1.0 indicates that the algorithm has good performance because it can recommend hidden items. While, if the value of HR = 0.0 indicates that the algorithm has poor performance because it does not recommend any hidden items. From the evaluation results shown in Table 4, there are some differences in the HR values resulting from each algorithm. At n-items = 10, SVD produced the highest HR value of 0.0012, which produces the highest HR value at n-items = 15 is the BaselineOnly model of 0.0016. While at n-items = 20, there are two algorithms that produce the highest HR values, which are BaselineOnly and SVD each of 0.0020. Last, at the largest n-item value for n-items = 25, the highest HR value is obtained by SVD++ of 0.0025. From these results, the SVD and BaselineOnly algorithms are able to provide two superior values compared to the other algorithms. The SVD algorithm produces the highest HR values for n-items = 10 and n-items = 20. Meanwhile, the BaselineOnly algorithm produced the highest HR values for n-items = 15 and n-items = 20.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaselineOnly</td>
<td>0.0010</td>
<td>0.0016</td>
<td>0.0020</td>
<td>0.0023</td>
</tr>
<tr>
<td>SVD</td>
<td><strong>0.0012</strong></td>
<td>0.0015</td>
<td><strong>0.0020</strong></td>
<td>0.0023</td>
</tr>
<tr>
<td>SVD++</td>
<td>0.0010</td>
<td>0.0015</td>
<td>0.0019</td>
<td><strong>0.0025</strong></td>
</tr>
<tr>
<td>NMF</td>
<td>0.0003</td>
<td>0.0005</td>
<td>0.0008</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

Table 4. Hit ratio performance over test set using different n-items values.

In addition, Figure 4 shows that if the value of top-n recommended items gets larger, then the hit rate value gets higher. This happens because the probability of a correct answer on the recommended n-items also increases. From Figure 4, it shows a line chart of hit ratio that keeps increasing proportionally to the number of n-items. The BaselineOnly, SVD, and SVD++ algorithms all have hit ratio values that are close to each other. But at larger n-items, SVD++ outperforms all existing recommendation algorithms. From Table 4, it is known that SVD++ has the highest hit ratio with a value of 0.0025 which is in the number of n-items = 25. On the other hand, the hit ratio results of the NMF algorithm are always at the bottom compared to the other algorithms as shown on the line chart in Figure 4. Although the results also always increase, but from all the results shown the NMF algorithm cannot outperform the hit ratio results of existing algorithms. This happens because the NMF Algorithm tends to be unable to capture complex patterns in the data. This makes the predictions generated by the NMF algorithm tend to be inaccurate, so the resulting hit ratio is also low. But from the overall results obtained, all the proposed algorithms can make recommendations well. In addition, the algorithm can provide recommendations for hidden items as evidenced by the HR value of each algorithm.
4. CONCLUSION

Based on the evaluation results and comparison of prediction error values that we have performed, we conclude that the recommendation system of the three algorithms we propose is able to predict well. From the evaluation results using 5 iterations of cross validation, the three algorithms we propose can outperform the baseline algorithm’s predictive performance. From the results of the MAE evaluation, the prediction algorithm that produces the best performance in our food recommendation system is NMF. Out of 5 iterations, NMF always outperforms the performance of other algorithms with an MAE value of 0.7295 at fold-k = 5 and n-factor = 20. The average MAE value of the NMF algorithm is = 0.7311. While the algorithm that provides the best prediction of RMSE results is SVD++. Throughout the 5 iterations, SVD++ consistently outperformed the other algorithms with an RMSE value of 1.0567 on fold-k = 2 and n-factor = 20. The average RMSE value of the SVD++ algorithm is = 1.0607. In addition, all our proposed algorithms are able to provide hidden item recommendations as evidenced by the HR value that always increases with the number of n-items recommended. The BaselineOnly algorithm has two HR values found at n-item = 15 with HR = 0.0016 and at n-item = 20 with HR = 0.0020. The SVD algorithm also has two high hit ratio values found at n-item = 10 with HR = 0.0012 and at n-item = 20 with HR = 0.0020. Then the SVD++ algorithm has the highest hit ratio value of all existing values at n-item = 25 with a value of HR = 0.0025. Finally, although the NMF algorithm never gets a high HR value, the HR value generated from the NMF algorithm is also quite good. This result shows that the recommendation system we built has good performance. The suggestion that we can give to this study is that the study only uses three types of matrix factorization algorithms. So future work can be developed by adding several other types of matrix factorization algorithms.
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