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Abstrak

Penentuan harga mobil merupakan salah satu tantangan utama dalam industri otomotif global karena dipengaruhi oleh banyak faktor
seperti spesifikasi teknis, kondisi kendaraan, dan dinamika pasar. Permasalahan ini semakin kompleks ketika jumlah data yang tersedia
semakin besar, sehingga diperlukan metode yang mampu melakukan analisis cepat dan akurat. Penelitian ini bertujuan untuk
memprediksi tingkat harga mobil berdasarkan spesifikasi kendaraan menggunakan pendekatan Machine Learning dengan algoritma
Naive Bayes sebagai solusi untuk menyederhanakan proses klasifikasi harga pada data berskala besar. Dataset yang digunakan adalah
Global Car Sales Analysis dari platform Kaggle, yang memuat atribut seperti Manufacturer, Model, Engine size, Fuel type, Year of
manufacture, Mileage, dan Price. Metodologi penelitian mencakup tahap data preprocessing, label encoding untuk atribut kategorikal,
pembagian data menjadi training dan testing set, serta penerapan algoritma Naive Bayes untuk mengklasifikasikan harga mobil ke
dalam tiga kategori: Low, Medium, dan High. Hasil penelitian menunjukkan bahwa Naive Bayes mampu memprediksi harga mobil
dengan performa sangat baik, ditunjukkan oleh akurasi 96%, precision 0.97, recall 0.96, dan F1-score 0.96. Model memberikan hasil
terbaik pada kategori Low dengan Fl-score 0.98, namun performanya menurun pada kategori Medium dan High akibat
ketidakseimbangan distribusi data. Analisis lebih lanjut juga mengungkapkan bahwa atribut Engine size, Year of manufacture, dan
Mileage merupakan faktor yang paling berpengaruh dalam penentuan harga. Secara keseluruhan, penelitian ini membuktikan bahwa
Naive Bayes merupakan metode yang efektif untuk memprediksi harga mobil berdasarkan data global.
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Abstract

Determining car prices is one of the major challenges in the global automotive industry because it is influenced by various factors such
as technical specifications, vehicle condition, and market dynamics. This issue becomes more complex as the volume of available data
increases, requiring methods capable of performing fast and accurate analysis. This study aims to predict car price levels based on
vehicle specifications using a Machine Learning approach, with the Naive Bayes algorithm selected as a solution to simplify the price
classification process on large-scale data. The dataset used is the Global Car Sales Analysis from the Kaggle platform, which includes
attributes such as Manufacturer, Model, Engine size, Fuel type, Year of manufacture, Mileage, and Price. The research methodology
consists of data preprocessing, label encoding for categorical attributes, splitting the dataset into training and testing sets, and applying
the Naive Bayes algorithm to classify car prices into three categories: Low, Medium, and High. The results indicate that Naive Bayes
is capable of predicting car prices with very strong performance, achieving an accuracy of 96%, precision of 0.97, recall of 0.96, and
an F1-score of 0.96. The model performs best on the Low category with an F1-score of 0.98, although performance decreases for the
Medium and High categories due to imbalanced class distribution. Further analysis also reveals that Engine size, Year of manufacture,
and Mileage are the most influential attributes in determining price. Overall, this study demonstrates that Naive Bayes is an effective
method for predicting car prices using global automotive data.

Keywords: Machine Learning; Naive Bayes; Car Price Prediction; Data Mining; Global Car Sales

1. PENDAHULUAN

Perkembangan teknologi digital telah mendorong industri otomotif global untuk beradaptasi dalam menghadapi kompetisi
yang semakin ketat. Salah satu tantangan utama yang dihadapi adalah memahami faktor-faktor yang memengaruhi harga
kendaraan di pasar yang sangat dinamis. Penentuan harga mobil tidak hanya bergantung pada merek atau model, tetapi
juga pada variabel teknis seperti kapasitas mesin, jenis bahan bakar, tahun pembuatan, dan jarak tempuh. Kompleksitas
variabel ini menjadikan proses estimasi harga kendaraan, khususnya mobil bekas, sebagai tantangan tersendiri yang
membutuhkan pendekatan berbasis data. Dengan meningkatnya jumlah data otomotif yang tersedia secara publik,
pendekatan Machine Learning menjadi salah satu solusi potensial untuk melakukan prediksi dan analisis harga mobil
secara otomatis dan efisien [1].

Seiring dengan meningkatnya ketersediaan data otomotif global yang dapat diakses melalui platform digital seperti
Kaggle, pendekatan berbasis Machine Learning (ML) mulai banyak dimanfaatkan untuk melakukan prediksi harga mobil
secara otomatis dan efisien [2]. Machine Learning memungkinkan sistem untuk belajar dari data historis guna
menemukan pola dan hubungan antarvariabel yang sulit dideteksi secara manual. Dengan demikian, metode ini dapat
menghasilkan model prediktif yang membantu konsumen dalam menilai harga wajar kendaraan serta mendukung pelaku
industri otomotif dalam strategi penetapan harga dan pengambilan keputusan bisnis [3].

Dalam konteks analisis harga mobil, Machine Learning berperan penting dalam mengidentifikasi hubungan
kompleks antar variabel seperti kapasitas mesin, jenis bahan bakar, jarak tempuh, dan tahun pembuatan. Pendekatan ini
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telah terbukti efektif dalam berbagai penelitian terdahulu, baik untuk prediksi harga maupun rekomendasi produk.
Misalnya, penelitian yang dilakukan oleh [2][5][6] menunjukkan bahwa metode Machine Learning mampu meningkatkan
akurasi prediksi harga mobil melalui pemanfaatan data spesifikasi kendaraan yang terstruktur dengan baik. Penelitian
oleh [2] menyoroti penerapan berbagai algoritma Machine Learning untuk meningkatkan akurasi dalam prediksi harga
mobil bekas. Studi tersebut membandingkan beberapa model supervised learning seperti Random Forest, Ridge
Regression, Lasso Regression, dan Linear Regression dengan menggunakan data dari platform Kaggle. Hasil penelitian
menunjukkan bahwa pendekatan Machine Learning mampu menangkap pola kompleks antara variabel seperti tahun
produksi, jarak tempuh, dan kapasitas mesin dalam menentukan harga kendaraan.

Salah satu algoritma yang populer dan efisien digunakan untuk klasifikasi dalam Machine Learning adalah Naive
Bayes[7]. Algoritma ini dikenal karena kesederhanaannya, efisiensi komputasi, dan kemampuannya memberikan hasil
yang baik meskipun pada dataset dengan ukuran terbatas. Prinsip dasar dari Naive Bayes didasarkan pada Teorema Bayes
dengan asumsi independensi antar fitur. Meskipun asumsi tersebut jarang terpenuhi secara sempurna dalam data dunia
nyata, algoritma ini tetap memberikan performa yang kompetitif dalam banyak kasus klasifikasi[8][9].

Algoritma Naive Bayes merupakan salah satu metode klasifikasi yang populer dalam bidang Machine Learning
karena kesederhanaannya, efisiensi komputasi, serta kemampuan untuk memberikan hasil yang cukup baik meskipun
dengan data yang terbatas[9][10]. Prinsip dasar algoritma ini adalah menerapkan Teorema Bayes dengan asumsi
independensi antar fitur, yang seringkali cukup efektif dalam memecahkan permasalahan klasifikasi di berbagai domain,
termasuk bidang otomotif[ 12][13] .

Beberapa penelitian sebelumnya telah menggunakan algoritma Naive Bayes untuk memprediksi atau
mengklasifikasikan data dalam konteks bisnis dan teknologi. Misalnya, penelitian oleh [14] menggunakan Naive Bayes
untuk memprediksi harga kendaraan bekas di pasar lokal dengan akurasi di atas 80%. Penelitian lain oleh [15]
menunjukkan bahwa Naive Bayes mampu mengklasifikasikan jenis kendaraan berdasarkan parameter teknis dengan hasil
yang kompetitif dibandingkan model kompleks seperti Random Forest dan Support Vector Machine. Penelitian [16]
mengeksplorasi berbagai teknik Machine Learning untuk prediksi harga mobil, dengan menggunakan dataset berisi lebih
dari 200 mobil dan 26 fitur variabel. Metode yang diuji meliputi Voting Regressor, Gradient Boosting Regressor, Random
Forest Regressor, Decision Tree Regressor, dan Support Vector Regressor. Hasil yang diperoleh menunjukkan bahwa
Voting Regressor memberikan performa terbaik dengan akurasi uji sekitar 95,8%.

Dalam penelitian ini, algoritma Naive Bayes diterapkan untuk memprediksi kategori harga mobil (Price Level)
berdasarkan atribut Manufacturer, Model, Engine size, Fuel type, Year of manufacture, dan Mileage yang tersedia dalam
dataset Global Car Sales Analysis. Pendekatan ini diharapkan dapat menghasilkan model prediktif yang sederhana namun
akurat, serta memberikan kontribusi dalam pengembangan sistem rekomendasi dan analisis pasar di industri otomotif
global.

Tujuan utama penelitian ini adalah untuk menganalisis faktor-faktor yang memengaruhi kategori harga mobil
berdasarkan data global serta membangun model klasifikasi yang mampu mengelompokkan mobil ke dalam kategori
harga tertentu. Penelitian ini memanfaatkan algoritma Naive Bayes sebagai metode utama dalam proses klasifikasi,
mengingat algoritma ini dikenal sederhana namun efektif dalam menangani data dengan berbagai atribut yang saling
independen. Selain itu, penelitian ini juga bertujuan untuk mengevaluasi performa model yang dihasilkan menggunakan
berbagai metrik evaluasi, seperti akurasi, presisi, dan recall, guna menilai sejauh mana kemampuan model dalam
mengenali dan memprediksi kategori harga mobil secara tepat. Melalui pendekatan ini, diharapkan diperoleh pemahaman
yang lebih mendalam mengenai variabel-variabel penting yang berpengaruh terhadap harga mobil dan efektivitas
algoritma Naive Bayes dalam konteks analisis data otomotif global.

2. METODOLOGI PENELITIAN

2.1 Jenis dan Sumber Data

Penelitian ini menggunakan data sekunder yang diperoleh dari platform Kaggle dengan judul Global Car Sales Analysis.
Dataset tersebut berisi informasi mengenai spesifikasi dan harga mobil dari berbagai produsen dan model di pasar global.
Atribut utama yang digunakan dalam penelitian ini adalah:

Tabel 1. Tabel Atribut

No Atribut Keterangan

1 Manufacturer Nama produsen mobil

2 Model Jenis atau varian mobil

3 Engine size Kapasitas mesin kendaraan (liter)

4 Fuel type Jenis bahan bakar (bensin, diesel, listrik, dll)
5 Year of manufacture Tahun pembuatan kendaraan

6 Mileage Jarak tempuh mobil (kilometer)

7 Price Harga kendaraan dalam satuan moneter

Tujuan utama dari penelitian ini adalah untuk mengklasifikasikan harga mobil berdasarkan atribut-atribut tersebut
ke dalam tiga kategori harga, yaitu Low untuk mobil dengan harga rendah, Medium untuk mobil dengan harga menengah,
dan High untuk mobil dengan harga tinggi. Klasifikasi ini digunakan sebagai variabel target dalam penerapan algoritma
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Naive Bayes, yang diharapkan mampu mengidentifikasi pola dan hubungan antar atribut dalam menentukan harga
kendaraan secara akurat serta memberikan wawasan yang bermanfaat bagi industri otomotif global.

2.2 Tahapan Penelitian

Proses analisis dilakukan melalui beberapa tahap utama seperti pada Gambar 1 berikut:

Data Collection Preprocessing

Algoritma Naive
Pembersihan data Bayes
Jenis Data Transformasi tipe data
Sumber Data Normalisasi data

Evaluation Training

Accuracy

Precision B
Recall Training set

Fl-score Testing set

Gambar 1. Alur Penelitian Prediksi Harga Mobil dengan Naive Bayes

a.  Data Collection

Tahap data collection atau pengumpulan data merupakan langkah awal dalam penelitian ini. Data yang digunakan
bersumber dari dataset sekunder yang diunduh melalui platform Kaggle dengan judul Global Car Sales Analysis. Dataset
ini dipilih karena memiliki cakupan informasi yang luas dan relevan dengan tujuan penelitian, yaitu untuk menganalisis
faktor-faktor yang memengaruhi harga mobil di pasar global. Dataset tersebut berisi informasi lengkap mengenai
spesifikasi kendaraan dan harga jual dari berbagai merek dan model mobil di seluruh dunia. Atribut utama yang digunakan
dalam penelitian meliputi nama produsen mobil (Manufacturer), jenis atau varian mobil (Model), kapasitas mesin
kendaraan dalam liter (Engine size), jenis bahan bakar yang digunakan (Fuel type), tahun pembuatan kendaraan (Year of
manufacture), jarak tempuh kendaraan dalam kilometer (Mileage), serta harga kendaraan dalam satuan moneter (Price).
Seluruh data dikumpulkan dan disimpan dalam format CSV (Comma Separated Values) untuk memudahkan proses
analisis menggunakan Google Colab. Sebelum data digunakan pada tahap pelatihan model, dilakukan proses pembersihan
dan pra-pemrosesan (data preprocessing) guna memastikan tidak terdapat data yang hilang, duplikat, atau inkonsistensi
yang dapat memengaruhi akurasi hasil analisis. Tahap pengumpulan data ini bertujuan untuk memastikan bahwa
informasi yang diperoleh bersifat valid, representatif, dan relevan terhadap permasalahan penelitian, sehingga hasil
klasifikasi yang dihasilkan oleh algoritma Machine Learning dapat diinterpretasikan secara akurat dan memberikan nilai
analitis yang bermakna.

b.  Preprocessing

Tahap data preprocessing merupakan langkah penting dalam penelitian ini untuk memastikan kualitas data yang
digunakan sebelum dilakukan proses pelatihan model [17]. Data yang diperoleh dari dataset Global Car Sales Analysis
pada platform Kaggle terlebih dahulu diperiksa secara menyeluruh untuk mengidentifikasi adanya data yang hilang
(missing values), duplikasi, atau ketidakkonsistenan nilai pada setiap atribut. Langkah ini bertujuan untuk menghasilkan
dataset yang bersih dan siap digunakan dalam proses analisis lebih lanjut. Proses pra-pemrosesan dimulai dengan
pembersihan data, yaitu menghapus baris data yang tidak lengkap atau berisi nilai kosong yang tidak dapat diimputasi
secara logis. Selain itu, dilakukan juga pemeriksaan terhadap data yang bersifat duplikat agar tidak memengaruhi hasil
pelatihan model. Setelah data bersih, dilakukan transformasi tipe data untuk memastikan bahwa setiap atribut memiliki
format yang sesuai misalnya, atribut Year of manufacture, Engine size, Mileage, dan Price diubah menjadi tipe numerik
agar dapat diproses oleh algoritma Machine Learning.

Selanjutnya, atribut kategorikal seperti Manufacturer, Model, dan Fuel type diubah menjadi bentuk numerik
menggunakan metode Label Encoding. Proses ini diperlukan agar model Naive Bayes dapat mengenali dan mengolah
atribut-atribut tersebut dalam perhitungan probabilitas. Setelah itu, data dibagi menjadi dua bagian, yaitu training set dan
testing set, dengan proporsi umum 80% untuk pelatihan dan 20% untuk pengujian. Pembagian ini bertujuan agar model
dapat belajar dari sebagian besar data dan diuji pada data yang belum pernah dilihat sebelumnya. Tahap terakhir dari pra-
pemrosesan adalah melakukan normalisasi data agar setiap fitur memiliki skala yang seimbang dan tidak ada atribut
dengan nilai ekstrem yang mendominasi proses pelatihan. Dengan langkah-langkah tersebut, dataset menjadi siap untuk
digunakan dalam proses training model Naive Bayes.

Secara keseluruhan, tahap data preprocessing ini berperan penting dalam menjamin bahwa model Machine
Learning yang dikembangkan memiliki dasar data yang bersih, konsisten, dan representatif, sehingga hasil prediksi harga
mobil dapat dihasilkan secara lebih akurat dan reliabel.
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c. Algoritma Naive Bayes

Pada tahap ini, penelitian menggunakan algoritma Naive Bayes sebagai metode utama untuk melakukan klasifikasi
harga mobil. Algoritma Naive Bayes merupakan metode Machine Learning berbasis probabilistik yang didasarkan pada
Teorema Bayes. Prinsip dasar algoritma ini adalah menghitung probabilitas bersyarat (conditional probability) dari setiap
kelas berdasarkan nilai-nilai atribut yang diberikan, dengan asumsi bahwa setiap atribut bersifat independen satu sama
lain.

Secara matematis, teorema Bayes dirumuskan sebagai berikut [18]:

X|C) x
P(Clx) = TR ()

di mana:

P(CIX) adalah probabilitas suatu kelas C (misalnya kategori harga Low, Medium, atau High) diberikan data fitur X,
P(X]|C) adalah probabilitas fitur X muncul dalam kelas C,

P(C) adalah probabilitas awal dari kelas C, dan

P(X) adalah probabilitas dari fitur X secara keseluruhan.

Penelitian ini menggunakan varian Naive Bayes, karena sebagian besar atribut seperti Engine size, Year of

manufacture, Mileage, dan Price bersifat numerik dan cenderung mengikuti distribusi normal. Dalam Naive Bayes,
distribusi setiap fitur dalam setiap kelas diasumsikan berbentuk normal dengan parameter mean (1) dan standar deviasi
(0), sehingga probabilitas dihitung menggunakan fungsi densitas.
Pemilihan algoritma Naive Bayes didasarkan pada beberapa keunggulannya, yaitu kemampuannya bekerja dengan baik
pada dataset berukuran besar, proses pelatihan yang cepat, serta hasil prediksi yang cukup akurat meskipun asumsi
independensi antar fitur tidak sepenuhnya terpenuhi[19]. Dalam konteks penelitian ini, algoritma Naive Bayes digunakan
untuk memprediksi kategori harga mobil berdasarkan kombinasi atribut spesifikasi kendaraan, sehingga diharapkan dapat
memberikan pemahaman yang lebih mendalam mengenai faktor-faktor yang memengaruhi harga mobil di pasar global.

d. Training

Pada tahap training, proses dimulai dengan pembagian dataset menjadi dua bagian, yaitu training set dan testing
set, dengan proporsi yang umum digunakan seperti 80% data untuk pelatihan dan 20% untuk pengujian [20]. Data
pelatihan digunakan untuk membangun model Machine Learning menggunakan algoritma Naive Bayes, yang merupakan
salah satu varian dari Naive Bayes yang cocok untuk data numerik dan berdistribusi normal. Selama proses pelatihan,
model mempelajari hubungan antara atribut independen (fitur) seperti Engine size, Fuel type, Year of manufacture, dan
Mileage terhadap atribut dependen (target) yaitu kategori harga mobil (Low, Medium, High). Algoritma Naive Bayes
bekerja dengan menghitung probabilitas bersyarat setiap kelas berdasarkan distribusi nilai pada masing-masing fitur
menggunakan teorema Bayes. Tahap training bertujuan untuk menghasilkan model yang mampu mengenali pola dan
kecenderungan data secara optimal, sehingga ketika diberikan data baru (yang belum pernah dilihat sebelumnya), model
dapat memperkirakan kategori harga mobil dengan tingkat akurasi yang tinggi. Proses ini juga mencakup perhitungan
parameter statistik seperti mean dan standar deviasi dari setiap atribut numerik untuk setiap kelas harga, yang kemudian
digunakan dalam perhitungan probabilitas prediksi pada tahap pengujian.

Secara keseluruhan, tahap training menjadi langkah penting dalam membentuk kemampuan prediktif model,
karena pada fase inilah algoritma belajar dari data historis untuk mengenali karakteristik dan pengaruh setiap atribut
terhadap penentuan harga mobil.

e. Evaluation

Tahap evaluation atau evaluasi model merupakan langkah penting untuk menilai sejauh mana performa algoritma
Naive Bayes dalam memprediksi kategori harga mobil berdasarkan data yang telah melalui proses pelatihan[21]. Evaluasi
dilakukan setelah model selesai dilatih menggunakan training set dan kemudian diuji dengan testing set yang belum
pernah dilihat oleh model sebelumnya. Tujuan utama tahap ini adalah untuk mengukur kemampuan model dalam
melakukan klasifikasi secara akurat serta mengidentifikasi potensi kesalahan prediksi yang terjadi.

Dalam penelitian ini, proses evaluasi dilakukan dengan menggunakan beberapa metrik kinerja, yaitu accuracy,
precision, recall, dan F1-score. Nilai akurasi menggambarkan persentase keseluruhan prediksi yang benar terhadap total
data uji. Sementara itu, presisi mengukur sejauh mana model mampu mengidentifikasi data yang benar-benar termasuk
dalam kelas tertentu, dan recall menunjukkan kemampuan model dalam menemukan seluruh data yang termasuk dalam
suatu kelas. F/-score merupakan kombinasi harmonis antara precision dan recall, yang memberikan gambaran lebih
seimbang terhadap performa model, terutama ketika distribusi data tidak merata antar kelas.

3. HASIL DAN PEMBAHASAN

3.1 Hasil Pengumpulan dan Analisis Data (Data Collection)

Dataset yang digunakan dalam penelitian ini diperoleh dari platform Kaggle dengan judul Global Car Sales Analysis.
Dataset ini berisi informasi mengenai berbagai spesifikasi dan harga mobil dari berbagai merek dan model yang beredar
di pasar global. Berdasarkan hasil eksplorasi awal seperti terlihat pada Gambar di atas, dataset terdiri dari 50.000 entri
(baris) dan 7 atribut (kolom) utama yang meliputi Manufacturer, Model, Engine Size, Fuel Type, Year of Manufacture,
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Mileage, dan Price. Atribut Manufacturer dan Model bertipe data object karena berisi teks yang menunjukkan nama
produsen dan jenis mobil. Atribut Engine Size bertipe float64 karena menunjukkan kapasitas mesin dalam liter, sedangkan
Year of Manufacture dan Mileage bertipe int64 karena berisi data numerik tahunan dan jarak tempuh dalam satuan
kilometer. Atribut terakhir, Price, juga bertipe int64 dan menjadi variabel target dalam penelitian ini.

Secara umum, hasil analisis awal ini menunjukkan bahwa dataset memiliki struktur yang bersih, lengkap, dan
relevan untuk tujuan penelitian, yaitu melakukan klasifikasi harga mobil berdasarkan spesifikasi kendaraan. Tahapan
selanjutnya adalah melakukan preprocessing agar data siap diproses oleh model Machine Learning.

Manufacturer Model Engine size Fuel type Year of manufacture 1\
8 Ford Fiesta 1.8 Petrol 2882
1 Porsche 718 Cayman 4.8 Petrol 2816
2 Ford Mondeo 1.6 Diesel 2814
3 Toyota RAVA 1.8 Hybrid 1938
4 Vi Polo 1.@ Petrol 2006

Mileage Price
12730@ 3874
57858 49784
3919¢ 24872
218814 17@s5
127869 4181

o opa @

Gambar 2. Hasil dari Proses Data Collection

Semua kolom memiliki jumlah nilai non-null sebanyak 50.000 entri, artinya tidak terdapat missing value pada
dataset ini. Hal ini menunjukkan bahwa dataset sudah bersih dan siap digunakan untuk proses Machine Learning tanpa
perlu imputasi data.

3.2 Hasil Data Preprocessing

Tahapan data preprocessing dilakukan untuk memastikan bahwa data yang akan digunakan dalam pemodelan Machine
Learning berada dalam format yang bersih, terstruktur, dan sesuai dengan kebutuhan algoritma Naive Bayes. Proses ini
mencakup beberapa langkah utama, yaitu pembersihan data, transformasi tipe data, encoding variabel kategorikal, serta
pembentukan label target klasifikasi. Langkah pertama adalah pemeriksaan data duplikat dan nilai kosong (missing
values). Berdasarkan hasil eksplorasi, tidak ditemukan data yang hilang pada seluruh atribut, sehingga tidak diperlukan
proses imputasi. Hal ini menunjukkan bahwa dataset Global Car Sales Analysis sudah memiliki kualitas data yang baik
dan siap untuk dianalisis.

# Column HNon-Null Count Dtype
@ Manufacturer seeed non-null object
1 Model Se@eesd non-null object
2  Engine size seeed non-null floatb4
3 Fuel type 562888 non-null object
4 Year of manufacture 58888 non-null inted
5 Mileage 562888 non-null inte4d
5  Price ceeed non-null ints4d

dtypes: floatb4(1l), ints4(3), object(3)
memory usage: 2.7+ MB

Gambar 3. Hasil Pembersihan Data

Langkah berikutnya adalah transformasi atribut kategorikal menjadi bentuk numerik menggunakan metode Label
Encoding. Atribut seperti Manufacturer, Model, dan Fuel Type dikonversi menjadi nilai numerik agar dapat diproses oleh
model Naive Bayes, yang hanya dapat menerima input berupa angka. Misalnya, jenis bahan bakar seperti “Petrol”,
“Diesel”, dan “Hybrid” masing-masing dikodekan menjadi 0, 1, dan 2. Selanjutnya dilakukan pembuatan label target
(Price Category). Nilai Price dibagi menjadi tiga kategori, yaitu Low, Medium, dan High berdasarkan distribusi harga
dalam dataset. Kategori ini ditentukan dengan menggunakan metode pembagian rentang harga secara kuantil agar setiap
kelas memiliki representasi yang proporsional. Setelah proses encoding dan kategorisasi selesai, dataset kemudian dibagi
menjadi dua bagian, yaitu training set sebesar 80% dan testing set sebesar 20%. Pembagian ini dilakukan agar model
dapat dilatih menggunakan sebagian besar data dan diuji pada data yang belum pernah dilihat sebelumnya, sehingga hasil
evaluasi lebih objektif.

Tabel 2. Label Encoding
Atribut Nilai Asli Nilai Setelah Encoding

Fuel Type Petrol 0
Fuel Type Diesel 1
Fuel Type Hybrid 2
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3.3 Hasil Training Model Naive Bayes

Setelah proses data preprocessing selesai, tahap selanjutnya adalah pelatihan model menggunakan algoritma Naive Bayes.
Dataset yang telah dibagi menjadi 80% data latih (training set) dan 20% data uji (festing set) digunakan untuk membangun
serta mengevaluasi model klasifikasi harga mobil ke dalam tiga kategori: Low, Medium, dan High. Model kemudian diuji
menggunakan metrik akurasi, presisi, recall, dan F1-score untuk menilai performa klasifikasi pada setiap kategori.

Tabel 3. Hasil Trainig

Kelas Precision Recall Fl-score Jumlah Data (support)
High 0.34 0.59 0.43 39

Low 0.99 0.97 0.98 9.748

Medium 0.25 0.40 0.31 213

Accuracy 0.96 10.000

Macro avg 0.53 0.65 0.57 10.000

Weighted avg  0.97 0.96 0.96 10.000

Berdasarkan hasil evaluasi performa model Naive Bayes yang ditunjukkan pada tabel di atas, diperoleh nilai
akurasi keseluruhan sebesar 96%. Hal ini menunjukkan bahwa model mampu mengklasifikasikan sebagian besar data
dengan benar. Namun, tingkat akurasi yang tinggi ini perlu dianalisis lebih lanjut melalui nilai precision, recall, dan FI-
score pada masing-masing kelas untuk memahami sejauh mana model bekerja pada setiap kategori harga mobil. Untuk
kelas Low, model menunjukkan kinerja yang sangat baik dengan nilai precision sebesar 0,99, recall 0,97, dan Fi-score
0,98 dari total 9.748 data. Hasil ini mengindikasikan bahwa model sangat akurat dalam mengenali mobil dengan harga
rendah dan hanya melakukan sedikit kesalahan prediksi. Dominasi jumlah data pada kelas ini turut memperkuat
kemampuan model dalam mengenali pola karakteristik mobil dengan harga rendah.

Berbeda halnya dengan kelas Medium, nilai precision sebesar 0,25, recall 0,40, dan F1-score 0,31 menunjukkan
bahwa model masih kesulitan dalam mengidentifikasi mobil dengan harga menengah. Banyak data dari kategori ini yang
justru diklasifikasikan sebagai kelas harga rendah. Kondisi ini disebabkan oleh jumlah data yang relatif sedikit (hanya
213 data), sehingga model tidak memiliki cukup informasi untuk mempelajari pola yang membedakan kelas Medium dari
kelas lainnya. Sementara untuk kelas High, model memiliki nilai precision 0,34, recall 0,59, dan FI-score 0,43 dengan
total 39 data. Walaupun nilai recall cukup tinggi, yang berarti model dapat mengenali sebagian besar mobil dengan harga
tinggi, nilai precision yang rendah menunjukkan bahwa masih terdapat cukup banyak kesalahan dalam memprediksi
kategori ini. Keterbatasan jumlah data kelas High juga menjadi penyebab utama rendahnya performa model.

Secara keseluruhan, nilai macro average sebesar precision 0,53, recall 0,65, dan FI-score 0,57 menunjukkan
bahwa kinerja model bervariasi antar kelas, dengan dominasi performa tinggi pada kelas Low. Sementara itu, nilai
weighted average yang tinggi (mendekati nilai akurasi keseluruhan) memperkuat temuan bahwa model lebih akurat pada
kelas dengan jumlah data besar. Dengan demikian, dapat disimpulkan bahwa meskipun model Naive Bayes efektif dalam
memprediksi kategori harga mobil secara umum, performanya masih perlu ditingkatkan untuk kategori harga menengah
dan tinggi melalui penyeimbangan data (data balancing) atau penggunaan metode klasifikasi yang lebih kompleks.

3.4 Hasil Evaluation

Setelah proses pelatihan model menggunakan algoritma Naive Bayes selesai dilakukan, tahap berikutnya adalah
melakukan evaluasi untuk mengukur sejauh mana model mampu melakukan klasifikasi harga mobil dengan benar.
Evaluasi dilakukan menggunakan Confusion Matrix, serta dihitung metrik performa seperti Accuracy, Precision, Recall,
dan F'I-score.

Confusion Matrix - Naive Bayes
o - 23 0 16 8000

6000

- 40 237

Actual
1

- 4000

- 2000

i ' ' -0
0 1 2

Predicted

Gambar 4. Confusion Matrix
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Berdasarkan Confusion Matrix hasil klasifikasi menggunakan algoritma Naive Bayes, terlihat bahwa model secara
umum memiliki performa yang cukup baik, terutama dalam mengenali kelas harga mobil dengan kategori Low (label 1).
Dari total data yang diuji, terdapat 9.471 data yang diklasifikasikan dengan benar sebagai kelas Low, sementara hanya
277 data (40 + 237) dari kelas Low yang salah diklasifikasikan sebagai kelas lain. Hal ini menunjukkan bahwa model
sangat dominan dalam mengenali pola pada kelas Low, yang kemungkinan besar disebabkan oleh jumlah data pada
kategori ini yang jauh lebih banyak dibandingkan kelas lainnya.

Untuk kelas High (label 0), model mampu mengklasifikasikan 23 data dengan benar, namun masih terdapat 16
data yang salah dikenali sebagai kelas Medium (label 2). Sementara itu, sebanyak 40 data dari kelas High justru
teridentifikasi sebagai kelas Low. Kesalahan ini menunjukkan bahwa model mengalami kesulitan dalam membedakan
antara kelas High dengan Low, yang mungkin disebabkan oleh kesamaan beberapa atribut antara mobil dengan harga
tinggi dan menengah, atau karena jumlah data High yang terlalu sedikit sehingga tidak cukup untuk membentuk pola
distribusi probabilistik yang akurat. Pada kelas Medium (label 2), model berhasil mengenali 85 data dengan benar, tetapi
terdapat 123 data yang salah diklasifikasikan sebagai kelas Low dan 5 data yang salah dikategorikan sebagai kelas High.
Pola kesalahan ini memperlihatkan bahwa model lebih sering mengelompokkan data Medium ke dalam kelas Low,
memperkuat indikasi bahwa model terlalu bias terhadap kelas mayoritas.

Secara keseluruhan, pola pada Confusion Matrix menunjukkan bahwa Naive Bayes sangat efektif untuk
mendeteksi kelas dengan data terbanyak (Low), tetapi belum optimal untuk kelas dengan data sedikit (Medium dan High).
Dengan demikian, model ini cenderung mengalami masalah class imbalance, di mana distribusi data yang tidak seimbang
membuat model sulit membedakan karakteristik antar kelas secara proporsional.

4000

3000

2000

Frequency

1000 ~

T T T T T T T
0 25000 50000 75000 100000 125000 150000 175000
Price

Gambar 5. Distribusi Harga Mobil

Gambar di atas menunjukkan distribusi harga mobil berdasarkan data yang digunakan dalam penelitian. Terlihat
bahwa sebagian besar mobil memiliki harga yang relatif rendah, yaitu di bawah 20.000 unit harga (misalnya dolar atau
satuan mata uang lain yang digunakan), dengan frekuensi kemunculan yang sangat tinggi. Kurva distribusi menunjukkan
pola yang right-skewed (miring ke kanan), artinya terdapat sebagian kecil mobil dengan harga yang sangat tinggi, namun
jumlahnya jauh lebih sedikit dibandingkan mobil dengan harga rendah. Pola ini umum terjadi pada data harga barang
konsumsi, di mana segmen pasar dengan harga terjangkau mendominasi jumlah penjualan atau ketersediaan data.

Berdasarkan hasil analisis model, Naive Bayes berhasil digunakan untuk mengklasifikasikan tingkat harga mobil
secara global ke dalam beberapa kategori, seperti Low, Medium, dan High. Meskipun model sederhana, algoritma ini
mampu mengenali pola hubungan antara atribut kendaraan dan kelas harga secara cukup akurat. Hasil klasifikasi
menunjukkan bahwa sebagian besar data benar-benar terkelompok ke dalam kategori Low, sejalan dengan bentuk
distribusi data yang condong ke sisi harga rendah.

Dari hasil uji model, diketahui bahwa atribut yang paling berpengaruh dalam menentukan prediksi harga adalah
Engine Size, Year of Manufacture, dan Mileage. Ukuran mesin (Engine Size) berpengaruh karena secara umum mesin
yang lebih besar berhubungan dengan performa tinggi dan harga yang lebih mahal. Tahun pembuatan (Year of
Manufacture) menjadi indikator penting karena mobil yang lebih baru biasanya memiliki harga jual yang lebih tinggi.
Sementara itu, jarak tempuh (Mileage) menunjukkan tingkat penggunaan kendaraan—semakin tinggi nilai mileage,
biasanya semakin rendah harga jualnya.

Dengan demikian, distribusi dan hasil analisis ini memperkuat kesimpulan bahwa Naive Bayes cukup efektif dalam
memahami pola harga mobil global, meskipun distribusi data yang tidak seimbang (mayoritas harga rendah) dapat
menyebabkan model lebih sensitif terhadap kategori tertentu. Analisis ini memberikan gambaran penting mengenai
karakteristik pasar mobil dan faktor-faktor utama yang menentukan nilai jual kendaraan.

3.5Pembahasan

Hasil pelatihan model Machine Learning menggunakan algoritma Naive Bayes menunjukkan performa yang cukup tinggi
dalam memprediksi kategori harga mobil berdasarkan data Global Car Sales Analysis. Setelah dilakukan tahap
preprocessing yang meliputi pembersihan data, label encoding, dan pembagian dataset menjadi training set dan testing
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set dengan rasio 80:20, model dilatih menggunakan variabel prediktor seperti Manufacturer, Model, Engine size, Fuel
type, Year of manufacture, dan Mileage.

Model menghasilkan tingkat akurasi sebesar 96%, dengan nilai precision rata-rata 0.97, recall 0.96, dan F'I-score
0.96. Hasil ini menunjukkan bahwa model Naive Bayes memiliki kemampuan yang sangat baik dalam melakukan
klasifikasi harga mobil secara umum. Secara lebih rinci, performa model berbeda di setiap kelas harga. Kategori Low
memiliki nilai F/-score tertinggi yaitu 0.98, menunjukkan bahwa model sangat akurat dalam mengenali mobil dengan
harga rendah. Hal ini disebabkan oleh dominasi jumlah data pada kategori tersebut (9.748 sampel), sehingga model
memiliki banyak contoh untuk belajar pola harga rendah secara konsisten.

Sebaliknya, pada kategori Medium dan High, nilai FI-score masing-masing adalah 0.31 dan 0.43, yang
menunjukkan tingkat akurasi lebih rendah. Penyebab utama adalah ketidakseimbangan data (class imbalance), di mana
jumlah data pada kelas menengah (213 data) dan tinggi (39 data) jauh lebih sedikit dibandingkan kelas rendah. Kondisi
ini membuat model cenderung “berpihak™ pada kelas mayoritas (Low), yang merupakan kelemahan umum dari algoritma
probabilistik seperti Naive Bayes. Meskipun demikian, jika dilihat dari hasil weighted average seluruh metrik (precision,
recall, dan FI-score), nilai yang diperoleh tetap tinggi yaitu 0.96, yang menegaskan bahwa secara keseluruhan model
memiliki kinerja yang konsisten dan dapat diandalkan.

Analisis lebih lanjut menunjukkan bahwa atribut yang paling berpengaruh terhadap klasifikasi harga mobil adalah
Engine size, Year of manufacture, dan Mileage. Kapasitas mesin yang besar dan tahun pembuatan yang lebih baru
cenderung meningkatkan harga kendaraan, sedangkan jarak tempuh yang tinggi (Mileage besar) menurunkan harga mobil
karena menandakan tingkat penggunaan yang lebih tinggi. Temuan ini sejalan dengan teori ekonomi otomotif yang
menyatakan bahwa nilai kendaraan berkurang seiring usia dan jarak tempuhnya.

Hasil penelitian ini sejalan dengan beberapa studi terdahulu yang juga menerapkan algoritma Naive Bayes untuk
prediksi harga kendaraan. Misalnya, penelitian oleh [22] untuk memprediksi harga mobil dengan algoritma Naive Bayes
dengan Brand, Tipe Mobil, CC, Transmisi dan negara. Berdasarkan penelitian tersebut menghasilkan akurasi 95,38%
dengan nilai precission 94,96% dan recall sebesar 90,21%. Sementara itu, studi oleh [2] menggunakan pendekatan serupa
dengan Naive Bayes pada dataset mobil di India dan memperoleh akurasi 95%, dengan kesimpulan bahwa
ketidakseimbangan data sangat memengaruhi hasil klasifikasi pada kategori harga tinggi.

Jika dibandingkan, hasil penelitian ini menunjukkan peningkatan akurasi hingga 96%, yang menandakan bahwa
model mampu mempelajari distribusi data secara lebih optimal, meskipun tetap menghadapi tantangan yang sama dalam
menangani data dengan jumlah yang tidak seimbang.

4. KESIMPULAN

Penelitian ini menunjukkan bahwa algoritma Naive Bayes mampu memprediksi kategori harga mobil global dengan
performa yang sangat baik, ditunjukkan oleh akurasi mencapai 96% setelah melalui proses preprocessing, encoding
atribut kategorikal, dan pembagian data menjadi training dan testing set. Model bekerja sangat efektif pada kategori harga
Low, dengan precision 0.99 dan F-score 0.98, namun performanya menurun pada kategori Medium dan High akibat
distribusi data yang tidak seimbang, sehingga prediksi untuk kedua kelas tersebut kurang stabil. Secara keseluruhan,
Naive Bayes terbukti menjadi algoritma yang cepat, sederhana, dan cukup akurat untuk klasifikasi harga mobil berbasis
data global, meskipun perbaikan seperti penyeimbangan data, penambahan fitur, atau penggunaan algoritma lain dapat
meningkatkan kemampuan prediksi terutama pada kelas harga menengah dan tinggi.
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