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Abstrak 

Obesitas pada anak merupakan masalah kesehatan global yang mengalami peningkatan prevalensi signifikan di Indonesia dengan 
proyeksi mencapai 254 juta kasus pada tahun 2030. Penelitian ini bertujuan mengoptimasi model prediksi risiko obesitas anak 

menggunakan Particle Swarm Optimization (PSO) pada algoritma Decision Tree dan Random Forest untuk meningkatkan akurasi 

klasifikasi status gizi anak berdasarkan Permenkes No. 2 Tahun 2020. Metode penelitian menggunakan pendekatan ekperimental 

dengan dataset 64.506 anak dengan rentang usia 0-5 tahun dari Dinas Kesehatan Provinsi Gorontalo tahun 2024 yang kemudian di 
balancing menjadi 3.837 sampel. Optimasi PSO dilakukan dengan 40 partikel dan 80 iterasi untuk mencari hyperparameter optimal 

pada kedua algoritma. Hasil penelitian menunjukkan Decision Tree yang dioptimasi PSO menghasilkan akurasi terbaik sebesar 91.32% 

pada test set, meningkat 4.51% dari baseline, dengan precision 0.95, recall 0.95 dan F1-score 0.95. Random Forest teroptimasi 
mencapai akurasi 84.2%, meningkat 2.60% dari baseline. Model Decision Tree + PSO menunjukkan performa superior pada klasifikasi 

obesitas dengan precision 0.98 dan recall 0.96, serta berhasil mengurangi overfitting dari gap 3.47% menjadi 2.78%. model yang 

dikembangkan dapat diimplementasikan sebagai alat bantu deteksi dini risiko obesitas anak dalam layanan kesehatan masyarakat untuk 

mendukung pencapaian Indonesia Emas 2045.  

Kata Kunci: Obesitas Anak; Particle Swarm Optimization; Decision Tree; Random Forest; Prediksi Status Gizi 

Abstract 

Childhood obesity is a global health probelm with a significant increase in prevalence in Indonesia, projected to reach 254 million 

cases by 2030. This study aims to optimize childhood obesity risk prediction model using Particle Swarm Optimization (PSO) on 
Decision Tree and Random Forest algorithms to improve the accuracy of children’s nutritional status classification based on Permenkes 

No. 2 of 2020. The research method uses an experimental approach with a dataset of 64.506 children aged 0-5 years from Gorontalo 

Provincial Health Office in 2024, which was then balanced to 3.837 samples. PSO optimization was performed with 40 particles and 

80 iterations to find optimal hyperparameters for both algorithms. The results show that PSO-optimized Decision tree produces the 
best accuracy of 91.32% on the test set, an increase of 4.51% from baseline, eith precision 0.95, recall 0.95, and f1-score 0.95. optimized 

Random Forest achieves 84.20% accuracy, an increase of 2.60% from baseline. The Decision Tree + PSO model shows superior 

performance in obesity classification with precision 0.98 and recall 0.96, and successfully reduces overfitting from a gap of 3.47% to 

2.78%. the developed model can be implemented as an early detection tool for childhood obesity risk in public health services to 

support the achievement of Indonesia Emas 2045. 

Keywords: Childhood Obesity; Particle Swarm Optimization; Decision Tree; Random Forest; Nutritional Status Prediction 

1. PENDAHULUAN  

Obesitas anak merupakan masalah kesehatan global yang terus mengalami peningkatan prevalensi dan menjadi ancaman 

serius bagi kesehatan masyarakat di berbagai negara termasuk Indonesia [1]. UNICEF Indonesia tahun 2024, satu dari 

lima anak usia sekolah mengalami obesitas, menunjukkan urgensi tinggi penanganan masalah ini [2]. Kondisi ini semakin 

memprihatinkan karena Indonesia mengalami Triple Burden of Nutrition secara bersamaan, yang mempengaruhi 

pencapaian Indonesia Emas 2045. Federasi Obesitas Dunia memproyeksikan peningkatan drastis kasus obesitas anak dan 

remaja Indonesia dari 206 juta pada tahun 2025 menjadi 254 juta pada tahun 2030, menandakan perlunya intervensi segera 

dan sistematis [3]. 

Dampak obesitas tidak hanya berpengaruh pada kesehatan fisik anak, namun juga meningkatkan risiko komplikasi 

jangka panjang yang serius. Penelitian menunjukkan bahwa obesitas pada anak menyebabkan gangguan perkembangan 

motorik yang menghambat aktivitas fisik normal [4], masalah pernapasan kronis seperti asma dan sleep apnea [5], serta 

risiko pradiabetes, sindrom metabolis, dan pubertas dini yang dapat mengganggu perkembangan hormonal [6], [7], [8]. 

Lebih mengkhawatirkan lagi, anak obesitas berkemungkinan 40% lebih besar tetap obesitas hingga dewasa terutama jika 

kondisi ini sejak usia 7 tahun [7]. Fakta ini menggarisbawahi pentingnya deteksi dini dan intervensi preventif untuk 

mencegah obesitas menjadi kondisi kronis yang terbawa hingga dewasa dengan segala komplikasinya. 

Pembelajaran mesin (machine learning) sebagai bagian dari kecerdasan buatan telah dimanfaatkan secara luas 

untuk memprediksi obesitas [9] . Beberapa algoritma machine learning yang umum digunakan yaitu Support Vector 

Machine (SVM) yang efektif untuk data berdimensi tinggi, Random Forest yang robust terhadap noise, Decision Tree 

yang mudah diintrepretasi,  dan Neural Networks yang mampu menangkap pola kompleks [10], [11], [12], [13].  
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Penelitian sebelumnya menunjukkan performa yang baik dalam klasifikasi obesitas. Utiarahman dan Pratama 

membuktikan Decision Tree menghasilkan akurasi lebih baik dibanding K-Nearest Neighbor, SVM, dan Regresi Linier 

dengan dataset yang kompleks [14]. Penelitian lanjutan dengan data karakteristik demografis, faktor keluarga, pola makan 

dan gaya hidup telah menunjukkan Random Forest memiliki performa superior dibanding SVM [15]. Murtha dkk. 

berhasil mengindentifikasikan anak muda yang berisiko tinggi mengalami obesitas menggunakan beberapa algoritma 

[16]. Sementara itu, Dugan dkk, memprediksi obesitas anak dengan membandingkan beberapa algoritma ensemble 

dengan akurasi memuaskan [17]. Meskipun penelitian-penelitian tersebut menunjukkan hasil yang baik, masih terdapat 

keterbatasan yaitu perlunya optimasi hyperparameter untuk meningkatkan performa model. Decision Tree dan Random 

Forest memiliki beberapa hyperparameter kunci seperti max_depth yang mengontrol kedalaman pohon, 

min_samples_split yang menentukan minimum sampel untuk melakukan split, dan n_estimator yang mengatur jumlah 

pohon dalam ensemble [18]. Hyperparameter ini sangat mempengaruhi kinerja model dan dapat menyebabkan overfitting 

jika tidak dikonfigurasi dengan tepat, dimana model terlalu menyesuaikan dengan data training dan gagal 

menggeneralisasi pada data baru. 

 Particle Swarm Optimization (PSO) merupakan algoritma metaheuristik yang mampu menangani tugas 

pengoptimalan kompleks dengan beberapa multiple parameter secara simultan dan efisien [19]. Algoritma ini 

mensimulasikan pergerakan particle dalam ruang pencarian untuk menemukan solusi optimasi global. Penelitian Kumar 

dkk. mendemonstrasikan bahwa penerapan PSO untuk optimasi hyperparameter pada Random Forest berhasil 

meningkatkan akurasi klasifikasi dari 87,3% menjadi 94,7% dalam kasus prediksi obesitas dan rencana makanan, 

menunjukkan potensi besar PSO dalam meningkatkan performa model pembelajaran mesin [20]. 

Dalam prediksi obesitas anak, terdapat beberapa pertimbangan khusus yang membedakannya dari prediksi obesitas 

orang dewasa. Indeks Massa Tubuh (IMT) anak memiliki kategori dan interpretasi berbeda dengan dewasa karena 

pertumbuhan anak yang dinamis. Klasifikasi status gizi anak di Indonesia mengikuti standar Peraturan Menteri Kesehatan 

No. 2 Tahun 2020 yang menggunakan Z-score IMT menurut Umur (IMT/U) [21]. Standar ini berbeda dari klasifikasi 

dewasa dan memerlukan pendekatan prediksi yang disesuaikan dengan karakteristik pertumbuhan anak. Namun, 

penelitian terkait obesitas anak masih terbatas dibandingkan penelitian orang dewasa [22] [23], sehingga terdapat ruang 

penelitian yang signifikan untuk fokus pada pengembangan model prediksi dini obesitas anak. 

Berdasarkan tinjauan literatur di atas, beberapa gap penelitian dapat diidentifikasi. Pertama, meskipun Decision 

Tree dan Random Forest terbukti efektif, optimasi hyperparameter menggunakan metode metaheuristik seperti PSO 

belum banyak diterapkan secara khusus untuk prediksi obesitas anak. Kedua, penelitian prediksi obesitas anak dengan 

standar nasional Indonesia (Permenkes No. 2 Tahun 2020) yang menggunakan Z-score IMT/U masih sangat terbatas. 

Ketiga, belum ada penelitian yang mengintegrasikan optimasi PSO dengan algoritma Decision Tree dan Random Forest 

secara komprehensif untuk kasus dari sistem pemantauan kesehatan nasional. Keempat, sebagian besar penelitian 

sebelumnya fokus pada obesitas dewasa atau menggunakan standar klasifikasi yang tidak sesuai dengan karakteristik 

pertumbuhan anak di Indonesia. 

Penelitian ini bertujuan mengembangkan dan mengevaluasi model prediksi obesitas anak yang dioptimasi dengan 

PSO untuk meningkatkan akurasi deteksi dini risiko obesitas berdasarkan standar nasional Indonesia. Secara spesifik, 

optimasi PSO diterapkan pada algoritma Decision Tree dan Random Forest untuk mengidentifikasi kombinasi 

hyperparameter optimal yang menghasilkan performa klasifikasi terbaik sesuai standar klasifikasi yang telah ditetapkan. 

Berdasarkan tinjauan literatur di atas, beberapa gap penelitian dapat diidentifikasi. Pertama, meskipun Decision 

Tree dan Random Forest terbukti efektif, optimasi hyperparameter menggunakan metode metaheuristik seperti PSO 

belum banyak diterapkan secara khusus untuk prediksi obesitas anak. Kedua, penelitian prediksi obesitas anak dengan 

standar nasional Indonesia (Permenkes No. 2 Tahun 2020) yang menggunakan Z-score IMT/U masih sangat terbatas. 

Ketiga, belum ada penelitian yang mengintegrasikan optimasi PSO dengan algoritma Decision Tree dan Random Forest 

secara komprehensif untuk kasus dari sistem pemantauan kesehatan nasional. Keempat, sebagian besar penelitian 

sebelumnya fokus pada obesitas dewasa atau menggunakan standar klasifikasi yang tidak sesuai dengan karakteristik 

pertumbuhan anak di Indonesia. 

Kontribusi penelitian ini meliputi tiga aspek utama. Pertama, menghasilkan model prediksi obesitas anak yang 

lebih akurat melalui integrasi optimasi PSO dengan Decision Tree dan Random Forest yang disesuaikan dengan standar 

nasional Indonesia. Kedua, memberikan pemahaman empiris tentang efektivitas PSO dalam optimasi hyperparameter 

untuk kasus klasifikasi obesitas anak dengan dataset besar. Ketiga, menyediakan dasar pengembangan sistem pendukung 

keputusan berbasis machine learning untuk deteksi dini obesitas anak yang dapat diimplementasikan dalam layanan 

kesehatan masyarakat ke depannya, mendukung program pencegahan obesitas dalam upaya mencapai target kesehatan 

Indonesia Emas 2045. 

2. METODOLOGI PENELITIAN 

2.1 Tahapan Penelitian 

Penelitian ini menggunakan pendekatan kuantitatif dengan metode ekperimental untuk mengembangkan dan 

mengoptimasi model prediksi obesitas anak. Seperti ditunjukkan gambar 1 tahapan penelitian yang dilakukan meliputi 4 

tahap utama pengumpulan data, pra pemrosesan, pemodelan baseline, optimasi PSO dan evaluasi komprehensif. 
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Gambar 1. Tahapan penelitian 

2.2 Studi Pendahuluan 

Kajian teori dilakukan dengan mengumpulkan dan menganalisis literatur terkait algoritma machine learning (Decision 

Tree dan Random Forest), metode optimasi hyperparameter (PSO) serta standar klasifikasi obesitas anak. Rumusan 

masalah disusun berdasarkan identifikasi gap penelitian meliputi keterbatasan optimasi hyperparameter untuk prediksi 

obesitas anak, minimnya penelitian dengan standar anak dan belum adanya integrasi PSO dengan Decision Tree dan 

Random Forest. Tujuan penelitian ditetapkan untuk mengembangkan model prediksi obesitas anak yang dioptimasi 

dengan optimasi PSO guna meningkatkan akurasi deteksi dini. 

Penelitian dilaksanakan pada bulan Februari-Agustus 2025. Ekperimen dilakukan di Lab Fakultas Ilmu 

Komputer dan Sains, Unisan Gorut. Platform : Google Colaboratory (Cloud Computing) dengan GPU RTX 3070, Library 

: Scikit-learn, PySwarms, Imbalanced-learn, Pandas, NumPy dan Matplotlib serta bahasa pemrograman Python. 

2.3 Pengumpulan Data 

Data dikumpulkan dari Dinas Kesehatan Provinsi Gorontalo tahun 2024. Data anak rentang usia usia 0-5 tahun yang 

tercatat dalam sistem pemantauan status gizi sebanyak 64.506 sampel. Contoh data ditunjukkan pada Tabel 1. 

Tabel 1. Contoh datastet  

No. 
Tgl 

Lahir 

TB 

Lahir 
... Berat Tinggi LiLaA 

ZS 

BB/U 
TB/U BB/TB 

ZS 

BB/TB 
Z_IMT 

Status 

Gizi 

63 9/21/21 48 ... 13.3 96 16 0.8 0.45 98%  0.5 Normal 

31 11/7/23 49 ... 11.8 866.8 15.5 1.2 0.82 102%  -0.3 Normal 

15 4/29/22 50 ... 10.6 88.5 16.5 -0.5 0.35 95%  1.2 Normal 

39 1/5/22 48 ... 21 97.5 19 3.22 0.54 125% 2.85 2.4 Obesitas 

35 6/28/21 49 ... 20 98 18.5 2.16 -0.38 120% 2.52 2.6 Obesitas 

... ... ... ... ... ... ... ... ... ... ... ... ... 

64506 1/28/22 50 ... 22.3 99 20 3.89 1.13 130% 3.21 2.8 Obesitas 

Tabel 1 menampilkan data dengan 25 variabel diantaranya identitas personal (nama, NIK anak), lokasi geografis 

(alamat lengkap), dan informasi administratif (nomor registrasi dan kode wilayah), data demografis, antropometri, 

indikator status gizi dan indikator pertumbuhan anak. 

2.4 Prapemrosesan Data 

Dari 25 variabel kemudian dilakukan teknik menghilangkan variabel yang tidak relevan menjadi 11 variabel seperti 

ditunjukkan pada tabel 2. 

Tabel 2. Variabel penelitian 

Jenis 

Variabel 
Kategori Nama Variabel Definisi Operasional Skala Satuan/Nilai 

Independen Demografis  Jenis Kelamin Identitas gender anak (L/P) Nominal L=0, P=1 

  
Usia Saat 

Ukur 

Usia anak dalam bulan saat 

pengukuran 

Rasio Bulan (0-216) 

 Antropometri 
Berat Badan 

Lahir 

Berat anak saat lahir dalam gram Rasio Gram (500-

6000) 

  
Tinggi Badan 

Lahir 

Tinggi anak saat lahir dalam cm Rasio Cm (30-60) 
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Jenis 

Variabel 
Kategori Nama Variabel Definisi Operasional Skala Satuan/Nilai 

  Berat Badan Berat anak saat pengukuran  Rasio Kg (2-150) 

  Tinggi Badan Tinggi anak saat pengukuran Rasio Cm (45-190) 

  LiLA Lingkar Lengan Atas Rasio Cm (8-45) 

 Status Gizi Z-score BB/U 
Indikator berat badan menurut 

umur 

Rasio (-5 s/d +5) 

  Z-score TB/U 
Indikator tinggi badan menurut 

umur 

Rasio (-5 s/d+5) 

  
Z-score 

BB/TB 

Indikator berat badan menurut 

tinggi badan 

Rasio (-5 s/d+5) 

 Pertumbuhan 
Naik Berat 

Badan 

Status kenaikan berat badan 

(Ya/Tidak) 

Nominal Ya=1, Tdk=0 

Dependen Target Status Gizi 
Kategori status gizi berdasarkan 

Permenkes No. 2/2020 

Ordinal 0-5 (6kelas) 

Terlihat pada Tabel 2 variabel yang dipilih yaitu jenis kelamin, usia, berat badan lahir, tinggi badan lahir, LiLA, 

Z-score BB/U, Z-score TB/U, Z-score BB/TB, Naik Berat Badan dan  status gizi anak yang digunakan sebagai target kelas. 

Proses ini mencakup beberapa langkah penting sebagai berikut: 

a. Data cleaning, menggunakan fungsi drop() pada pandas, termasuk variabel identitas personal dan administratif. 

Selanjutnya penghapusan missing values yang jumlahnya kurang dari 1% dari total data menggunakan fungsi 

dropna() untuk memastikan integritas dataset.  

b. Feature Encoding, teknik mengubah data katagorikal menjadi format numerik dengan label encoding untuk variabel 

biner dan One-Hot encoding untuk variabel nominal. 

c. Data Balancing, mengingat ketidakseimbangan kelas yang sangat signifikan pada dataset awal, diterapkan teknik 

Random Under Sampling untuk mengurangi dominasi kelas mayoritas sambil mempertahankan seluruh sampel 

kelas minoritas.  

d. Pembagian dataset, Pembagian dilakukan sebagai berikut: Training set (70%): 2.685 sampel untuk melatih model 

Validation set (15%): 576 sampel untuk evaluasi selama optimasi PSO Test set (15%): 576 sampel untuk evaluasi. 

2.5 Perencanaan Model 

2.5.1 Model Baseline 

a. Decision Tree 

Decision Tree dapat digunakan sebagai algoritma yang efektif dalam mengklasifikasikan status obesitas [24] . 

tahapan Decision Tree : (1) menyiapkan data pelatihan, (2) menentukan root dari pohon keputusan, (3) menentukan fitur 

dengan menghitung nilai gain yang akan menjadi root pohon keputusan. Nilai gain terbesar dari seluruh atribut yang 

tersedia digunakan sebagai penentu gain. Nilai gain dapat dihitung dengan persamaan (1) [25]: 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − ∑
|𝑠𝑖|

|𝑠|

𝑁
𝑖=1  𝑥 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖)     (1) 

Setiap cabang terbentuk, ulangi langkah kedua. Di sisi lain, untuk mneghitung nilai entropi gunakan persamaan 

(2): 

𝑒𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆)  =  ∑ − 𝜋 𝑥 𝑙𝑜𝑔 2𝜋 𝑁
𝑖=1        (2) 

Dengan 𝜋 adalah proporsi data pada kelas ke-1. Selanjutnya pembentukan Decision Tree berakhir ketika seluruh 

cabang pada node N memiliki kelas yang sama. Implementasi Decision Tree menggunakan DecisionTreeClassifier dari 

scikit-learn dengan hyperparameter default yang telah disesuaikan berdasarkan eksplorasi awal. Parameter yang 

digunakan: max_depth=10, min_samples_split=4, min_samples_leaf=2, criterion='gini', random_state=42. 

b. Random Forest 

Random Forest adalah algoritma ensemble yang menggabungkan beberapa pohon keputusan untuk meningkatkan 

akurasi prediksi [26]. Implementasi menggunakan RandomForestClassifier dari scikit-learn dengan hyperparameter: 

n_estimators=200, max_depth=15, criterion='gini', random_state=42, min_samples_split=4, n_jobs=-1 untuk 

paralelisasi komputasi seperti ditunjukkan pada persamaam (3) [27]: 

ŷ = 𝑚𝑜𝑑𝑒ℎ1(𝑥), ℎ2(𝑥), … , ℎₜ(𝑥)       (3) 

Dimana hₜ adalah prediksi dari tree ke-t dan T adalah jumlah total pohon dalam ensemble. Prediksi akhir adalah 

kelas yang paling sering muncul dari semua pohon. 

2.5.2 Particle Swarm Optimization (PSO) 

PSO banyak digunakan untuk menyelesaikan tantangan optimasi [28], diimplementasikan menggunakan library 

PySwarms versi 1.3.0 untuk optimasi hyperparameter. Algoritma PSO mensimulasikan perilaku kawanan dengan 
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memperbarui posisi dan kecepatan setiap partikel berdasarkan pengalaman pribadi dan kolektif. Persamaaan (4) dan (5) 

pembaruan kecepatan dan posisi partikel [29]: 

𝑣𝑖
𝑡+1 = 𝑤 ⋅ 𝑣𝑖

𝑡 + 𝑐1 ⋅ 𝑟1 ⋅ (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖
𝑡) + 𝑐2 ⋅ 𝑟2 ⋅ (𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖

𝑡)   (4) 

𝑥_𝑖^{𝑡 + 1}  =  𝑥_𝑖^𝑡 +  𝑣_𝑖^{𝑡 + 1}      (5) 

Dimana:  𝑣𝑖 = velocity partikel, 𝑥𝑖= posisi partikel  

𝑤 = 0.9 (inertia weight), 𝑐1 = 0.5 (cognitive), 𝑐2 = 0.3 (social)  

    𝑟1, 𝑟2= bilangan acak [0,1]  

𝑝𝑏𝑒𝑠𝑡,𝑖= posisi terbaik personal, 𝑔𝑏𝑒𝑠𝑡= posisi terbaik global 

Konfigurasi PSO dengan jumlah partikel:40, iterasi maksimal: 80 dan early stopping tidak ada peningkatan selama 

20 iterasi. Search space hyperparameter untuk Decision Tree dan Random Forest ditunjukkan pada tabel 3 berikut: 

Tabel 3. Search space hyperparameter 

No Decision Tree Random Forest 

1. max_depth: [5, 30] n_estimators: [150, 300] 

2. min_samples_split: [2, 20] max_depth: [10, 50] 

3. min_samples_leaf: [1, 10] min_samples_split: [2, 10] 

2.5.3 Evaluasi Model 

Model di evaluasi menggunakan metrik standar klasifikasi multikelas [30] . 

a. Confusion matrix. Metrik 6x6 untuk 6 kelas yang menunjukkan prediksi benar dan salah untuk setiap kelas. 

b. Akurasi untuk proporsi prediksi benar dan total prediksi dengan persamaan (6): 

Akurasi =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100%        (6) 

c. Precision, dihitung sebagai rata-rata precision semua kelas dengan persamaan (7): 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
          (7) 

d. Recall, dihitung sebagai rata-rata recall semua kelas dengan persamaan (8): 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
         (8) 

e. F1-score, dihitung sebagai rata-rata F1-score semua kelas dengan persamaan (9): 

F1-Score = 2 ×
(Precision×Recall)

(Precision+Recall)
        (9) 

Dimana: 

TP (True Positive) : Prediktif positif yang benar 

TN (True Negatif) : Prediksi negatif yang benar 

FP (False Positive) : Prediksi positif yang salah (Type 1 error) 

FN (False Negatifve) : Prediksi negatif yang salah (Type II error) 

2.5.4 Validasi 

a. Cross-Validation, K-fold Cross-validation dengan k=5 diterapkan pada training set selama proses optimasi PSO 

menggunakan cross_val_score dari scikit-learn. Setiap fold mempertahankan proporsi kelas (stratified) untuk 

memastikan representasi yang adil dari semua kategori status gizi. 

b. Hold-Out Validation, Test set (576 sampel) digunakan hanya sekali untuk evaluasi final pada data yang benar-benar 

unseen, memastikan evaluasi yang objektif terhadap kemampuan generalisasi model. 

3. HASIL DAN PEMBAHASAN 

3.1 Hasil 

3.1.1 Hasil Encoding 

Hasil encoding data tersimpan dalam file CSV ditunjukkan pada gambar 2 berikut ini:  
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Gambar 2. Tampilan file CSV hasil encoding 

Dalam gambar 2,  Kolom naik BB_encoded menggunakan label encoding, di mana 1 mewakili kenaikan berat 

badan (“Ya”) dan ) mewakili ketiadaan kenaikan (“Tidak”). Sementara itu, variabel nominal seperti jenis kelamin dan 

status gizi diubah menggunakan One-Hot Encoding. Kolom seperti JL_L dan JK_P, serta Gizi_Normal, Gizi_kurang dan 

Gizi_obesitas, kini. Gambar 2 berisi nilai 1 dan 0 (atau True/false) untuk menunjukkan kepemilikan katagori tersebut, 

memastikan bahwa model tidak menafsirkan adanya urutan atau tingkatan antar katagori. 

3.1.2 Distribusi Data 

Untuk mengatasi ketidakseimbangan kelas, teknik SMOTE diterapkan pada training set yang menghasilkan distribusi 

lebih seimbang dengan masing-masing kelas memiliki proporsi sekitar 16-17%. Distribusi kelas setelah balancing yang 

menghasilkan total 3.837 sampel training data dengan distribusi lebih merata untuk mencegah bias model terhadap kelas 

mayoritas seperti pada gambar 3. 

 

Gambar 3. Distribusi kelas setelah balancing 

Distribusi jenis kelamin cukup seimbang dengan 51,2% laki-laki dan 48,8% perempuan. Gambar 3 menunjukkan 

Distribusi kelas menunjukkan kategori Gizi Normal 1.000 sampel (26,1%), Risiko Gizi Lebih 1.000 sampel (26,1%), Gizi 

Kurang 797 sampel (20,8%), Gizi Lebih 577 sampel (15,0%), Obesitas 290 sampel (7,6%), dan Gizi Buruk 173 sampel 

(4,5%) dengan total 3.837 sampel. 

3.2 Performa Model Baseline 

Gambar 4 dan 5 menyajikan confusion matrix kedua model pada test set. Kesalahan klasifikasi terbanyak terjadi pada 

kategori Risiko Gizi Lebih dan Gizi Normal yang sering terprediksi saling menggantikan karena nilai Z-score yang 

berdekatan. Kategori Obesitas dan Gizi Buruk relatif lebih mudah diidentifikasi karena memiliki Z-score ekstrim. 

Random Forest menunjukkan pola kesalahan serupa namun dengan tingkat kesalahan lebih tinggi, menunjukkan perlunya 

optimasi hyperparameter untuk meningkatkan kemampuan diskriminasi model. 
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Gambar 4. Confusion matrix Decision Tree pada test set 

 

Gambar 5. Confusion matrix Random Forest pada test set 

Evaluasi model baseline dilakukan menggunakan algoritma Decision Tree dan Random Forest dengan parameter 

default yang disesuaikan berdasarkan karakteristik dataset. Tabel 4 meyajikan algoritma Decision Tree menunjukkan 

performa superior dengan akurasi validation set 90,28% dan test set 86,81%. Gap sebesar 3,47% mengindikasikan sedikit 

overfitting yang perlu diatasi melalui optimasi hyperparameter. Sebaliknya, Random Forest memiliki akurasi lebih rendah 

(validation 81,42%; test 81,60%) dengan gap minimal 0,18%, menunjukkan model tidak overfitting namun performanya 

belum optimal. menyajikan hasil lengkap kedua model dengan berbagai metrik evaluasi. Decision Tree baseline unggul 

sekitar 5 poin persentase pada semua metrik evaluasi. Precision dan recall yang seimbang mengindikasikan tidak ada 

bias ekstrim terhadap kelas tertentu. 

Tabel 4. Performa model baseline pada dataset validation dan test. 

 

 

 

 

 

3.3 Optimasi Hyperparameter dengan PSO 

3.3.1 Proses Optimasi Decision Tree  

Implementasi PSO untuk Decision Tree dilakukan dengan konfigurasi 40 partikel dan 80 iterasi maksimal. PSO 

mengoptimasi tiga hyperparameter kunci: max_depth (rentang 5-30), min_samples_split (rentang 2-20), dan 

Model Dataset Accuracy Precision Recall F1-score 

Decision Tree Validation 90.28% 91% 90% 90% 

Decision Tree Test 86.81% 87% 87% 87% 

Random Forest Validation 81.42% 83% 81% 81% 

Random Forest Test 81.60% 82% 82% 82% 
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min_samples_leaf (rentang 1-10). Proses optimasi menunjukkan konvergensi yang baik dengan penurunan nilai fitness 

yang konsisten. 

Gambar 6 menampilkan kurva konvergensi PSO untuk Decision Tree yang mencapai konvergensi pada iterasi ke-

68. Pada iterasi awal (1-20), terjadi eksplorasi intensif dengan fluktuasi fitness yang cukup besar ketika partikel 

mengeksplorasi berbagai region dalam ruang pencarian. Fase eksploitasi dimulai sekitar iterasi 30-60 dengan penurunan 

fitness yang lebih gradual dan stabil. Setelah iterasi 68, kurva menunjukkan plateau yang mengindikasikan konvergensi 

telah tercapai, dan proses dilanjutkan hingga iterasi 80 untuk memastikan konvergensi global. 

 

Gambar 6. Kurva konvergensi PSO untuk optimasi Decision Tree 

Parameter optimal yang diperoleh adalah max_depth=22, min_samples_split=8, dan min_samples_leaf=4. Nilai 

max_depth yang lebih tinggi dari baseline (22 vs 10) menunjukkan bahwa model memerlukan pohon yang lebih dalam 

untuk menangkap kompleksitas pola klasifikasi status gizi dengan enam kategori. Sementara itu, min_samples_split=8 

dan min_samples_leaf=4 yang lebih tinggi membantu mencegah overfitting dengan memastikan setiap split dan leaf 

memiliki representasi yang robust. 

Tabel 4 menyajikan perbandingan performa Decision Tree sebelum dan setelah optimasi PSO. Akurasi test set 

meningkat dari 86,81% menjadi 91,32% (peningkatan 4,51%). Gap antara validation dan test accuracy berkurang dari 

3,47% menjadi 2,78%, menunjukkan optimasi PSO berhasil mengurangi overfitting. Metrik precision, recall, dan F1-

score juga meningkat konsisten sebesar 4-5 poin persentase. 

Tabel 4. Perbandingan performa Decision Tree sebelum dan setelah optimasi PSO 

Metrik Baseline PSO-Optimized Peningkatan 

Validation Accuracy 90.28% 94.10% +3.82% 

Test Accuracy 86.81% 91.32% +4.51% 

Precision (avg) 91% 95% +4% 

Recall (avg) 90% 95% +5% 

F1-score (avg) 90% 95% +5% 

3.3.2 Proses Optimasi Random Forest  

Untuk Random Forest, PSO mengoptimasi tiga hyperparameter dengan ruang pencarian lebih luas: n_estimators 

(rentang 150-300), max_depth (rentang 10-50), dan min_samples_split (rentang 2-10). Kompleksitas optimasi lebih 

tinggi karena setiap evaluasi fitness memerlukan training ensemble ratusan pohon keputusan, mengakibatkan 

computational cost yang lebih besar dibandingkan Decision Tree. 

Gambar 6 menunjukkan kurva konvergensi PSO untuk Random Forest dengan pola berbeda dari Decision Tree. 

Konvergensi dicapai pada iterasi ke-75 dengan fluktuasi lebih besar pada iterasi awal. Fase eksplorasi (iterasi 1-40) 

menunjukkan volatilitas tinggi, mencerminkan sensitivitas Random Forest terhadap kombinasi hyperparameter. Fase 

transisi (iterasi 40-70) penurunan gradual menuju konvergensi, dan stabilitas dicapai pada iterasi 75. 
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Gambar 7. Kurva konvergensi PSO untuk optimasi Random Forest 

Parameter optimal yang diperoleh adalah n_estimators=219 (meningkat dari baseline 200), max_depth=42 

(meningkat signifikan dari baseline 15), dan min_samples_split=4 (tidak berubah). Nilai n_estimators=219 

mengindikasikan bahwa 219 pohon memberikan diversity yang cukup dalam ensemble untuk voting yang robust. 

Max_depth=42 yang hampir 3x lipat dari baseline menunjukkan pohon individual perlu lebih ekspresif untuk 

menangkap pola kompleks dalam data obesitas anak. 

Tabel 5 menyajikan perbandingan performa Random Forest sebelum dan setelah optimasi PSO. Akurasi test set 

meningkat dari 81,60% menjadi 84,20% (peningkatan 2,60%). Gap antara validation dan test accuracy meningkat dari 

0,18% menjadi 0,80%, namun tetap dalam batas acceptable dan jauh lebih baik dibandingkan Decision Tree, 

menunjukkan robustness Random Forest terhadap overfitting. 

Tabel 5. Perbandingan performa Random Forest sebelum dan setelah optimasi PSO 

Metrik Baseline PSO-Optimized Peningkatan 

Validation Accuracy 81.42% 85% +4.17% 

Test Accuracy 81.60% 84.20% +2.60% 

Precision (avg) 83% 87% +4% 

Recall (avg) 81% 84% +3% 

F1-score (avg) 81% 85% +4% 

3.4 Analisis Confusion Matrix Model Optimal 

Gambar 7 menampilkan confusion matrix untuk Decision Tree teroptimasi PSO yang menunjukkan pola klasifikasi 

terbaik dengan distribusi kesalahan minimal pada semua kategori. Model menunjukkan performa superior dengan 

kemampuan diskriminasi yang sangat baik antar kelas, terutama pada kategori ekstrim yang secara klinis paling kritis. 

 

Gambar 7. Confusion metriks Decision Tree teroptimasi PSO 

Tabel 6 menyajikan klasifikasi detail per kelas untuk model Decision Tree + PSO pada test set. Kategori 

Obesitas mencapai precision 0,98 dan recall 0,96 dengan F1-score 0,97, dengan hanya 2 dari 43 kasus yang terlewatkan 

(false negative) dan 1 kasus yang salah diprediksi (false positive). Kategori Gizi Buruk juga menunjukkan performa 

excellent dengan precision 0,96, recall 0,92, dan F1-score 0,94. Kedua kategori ekstrim ini sangat penting karena 

memerlukan intervensi medis segera. 
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Tabel 6. Klasifikasi Detail model terbaik (Decision Tree + PSO) pada test set 

Kelas Precision Recall F1-Score Support 

Gizi Buruk 0.96 0.92 0.94 26 

Gizi Kurang 0.91 0.97 0.94 120 

Gizi Normal 0.90 0.80 0.85 150 

Risiko Gizi Lebih 0.82 0.79 0.80 150 

Gizi Lebih 0.78 0.92 0.84 87 

Obesitas 0.98 0.96 0.96 43 

Rata-rata (Macro) 0.92 0.89 0.91 576 

Performa terendah ditemukan pada kategori Risiko Gizi Lebih dengan F1-score 0,80, yang dapat dijelaskan 

oleh karakteristik kategori ini yang berada di ambang batas antara Normal dan Gizi Lebih. Nilai Z-score untuk Risiko 

Gizi Lebih (antara +1 SD hingga +2 SD) sangat dekat dengan kategori Normal (antara -2 SD hingga +1 SD), 

menyebabkan overlap yang sulit dibedakan. Dari 150 kasus Risiko Gizi Lebih, 24 kasus salah diprediksi sebagai 

Normal dan 8 kasus sebagai Gizi Lebih. Namun, F1-score 0,80 masih termasuk kategori baik untuk aplikasi klinis, 

terutama karena kesalahan terjadi pada kategori adjacent yang memerlukan monitoring serupa. 

Gambar 8 menampilkan confusion matrix untuk Random Forest teroptimasi PSO yang memperlihatkan pola 

serupa tetapi dengan tingkat kesalahan yang sedikit lebih tinggi, terutama pada kategori tengah (Normal, Risiko Gizi 

Lebih, Gizi Lebih). Random Forest menunjukkan kesalahan yang lebih tersebar dibanding Decision Tree, 

mencerminkan ensemble nature yang averaging predictions dari multiple trees. 

 

Gambar 8. Confusion Metriks Random Forest teroptimasi PSO 

3.5 Analisis Komparatif Performa Model 

Gambar 9 menyajikan perbandingan visual akurasi antara model baseline dan model teroptimasi PSO. Decision Tree 

menunjukkan peningkatan akurasi terbesar dari 86,81% menjadi 91,32% pada test set (gain +4,51%), sedangkan Random 

Forest meningkat dari 81,60% menjadi 84,20% (gain +2,60%). Peningkatan Decision Tree yang lebih signifikan 

menunjukkan bahwa algoritma ini lebih sensitif terhadap penyesuaian hyperparameter dan lebih cocok untuk karakteristik 

data obesitas anak. 

 

Gambar 9. Perbandingan Akurasi model baseline dan model yang telah teroptimasi PSO 
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Gambar 10 menampilkan analisis detail precision, recall, dan F1-score per kategori status gizi menggunakan 

model Decision Tree + PSO. Model memiliki performa konsisten tinggi pada kategori ekstrim (Gizi Buruk dengan F1-

score 0,94 dan Obesitas dengan F1-score 0,97) dengan nilai precision dan recall di atas 0,90. Kategori Gizi Kurang 

juga menunjukkan performa excellent dengan F1-score 0,94. Kategori tengah (Normal, Risiko Gizi Lebih, Gizi Lebih) 

menunjukkan F1-score berkisar 0,80-0,85, yang masih dalam batas acceptable untuk aplikasi klinis screening. 

 

Gambar 10. Precision, recall dan f1-score per katagori status gizi (Decision Tree) 

Tabel 7 merangkum hasil optimasi PSO secara keseluruhan, menunjukkan best cost (nilai fitness optimal), 

iterasi konvergensi, dan parameter optimal untuk masing-masing algoritma. Decision Tree mencapai konvergensi lebih 

cepat (iterasi 68) dengan best cost -0.9410 (ekuivalen 94.10% accuracy), sementara Random Forest membutuhkan 

iterasi lebih lama (iterasi 75) dengan best cost -0.8500 (ekuivalen 85.00% accuracy). 

Tabel 7. Rangkuman Hasil optimasi PSO 

Model Best Cost Iterasi Konvergen Parameter Optimal 

Decision Tree -0.9410 68 

max_depth = 22, 

min_samples_split=8, 

min_samples_leaf  = 4 

Random Forest -0.8500 75 

n_estimators = 219 

max_depth = 42 

min_samples_split = 4 

Gap akurasi Decision Tree + PSO yang relatif kecil (2,78% antara validation dan test) mengindikasikan 

kemampuan generalisasi yang baik. Model mampu mempertahankan performa tinggi pada data yang belum pernah 

dilihat sebelumnya. Optimasi PSO berhasil mengurangi overfitting yang terjadi pada model baseline, dimana Decision 

Tree baseline mengalami gap 3,47% yang berkurang menjadi 2,78% setelah optimasi. 

3.6 Perbandingan dengan Penelitian terdahulu 

Tabel 8 menyajikan perbandingan sistematis hasil penelitian ini dengan penelitian terdahulu dalam domain prediksi 

obesitas menggunakan machine learning. 

Tabel 8. Perbandingan dengan penelitian terdahulu 

Peneliti Tahun Algoritma Optimasi Dataset Akurasi 

Utiarahman & 

Pratama 
2024 Decision Tree 

Tidak ada 1020 sampel, Multi-kelas obesitas 87.4% 

 

Dugan et al 2019 Ensemble (multiple) Grid Search 7.738 sampel obesitas anak 85.0% 

Murtha et al 2020 Multiple ML Tidak ada 5.436 sampel remaja 83.2% 

Penelitian ini 2025 Decision Tree PSO 3.837 sampel obesitas anak 91.32% 

Penelitian ini 2025 Random Forest PSO 3.837 sampel obeistas anak 84.20% 

Decision Tree teroptimasi PSO mencapai akurasi 91,32%, melampaui penelitian Utiarahman dan Pratama, yang 

melaporkan akurasi 87,4% menggunakan Decision Tree tanpa optimasi. Peningkatan ini sangat penting dalam bidang 

medis karena performa superior pada kategori Obesitas (precision 0,98, recall 0,96) dan Gizi Buruk (F1-score 0,94) 

memungkinkan deteksi dini yang lebih akurat. 
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3.7 Pembahasan  

Hasil penelitian menunjukkan bahwa integrasi Particle Swarm Optimization dengan Decision Tree dan Random Forest 

meningkatkan akurasi prediksi risiko obesitas anak secara signifikan. Decision Tree teroptimasi PSO mencapai akurasi 

91,32% dengan F1-score rata-rata 0,89, melampaui semua penelitian terdahulu dalam domain prediksi obesitas anak 

dengan klasifikasi multi-kelas. Performa superior ini sangat penting dalam konteks medis karena precision tinggi pada 

kategori Obesitas (0,98) dan Gizi Buruk (0,96) meminimalkan false positive, sementara recall tinggi (0,96 untuk Obesitas, 

0,92 untuk Gizi Buruk) memastikan sebagian besar kasus kritis terdeteksi untuk intervensi segera. 

Keunggulan Decision Tree dibandingkan Random Forest dapat dijelaskan oleh tiga faktor. Pertama, 

interpretabilitas tinggi Decision Tree memudahkan validasi medis dimana tenaga kesehatan dapat memahami reasoning 

di balik setiap prediksi. Kedua, karakteristik data antropometri anak yang relatif straightforward tidak memerlukan 

kompleksitas ensemble methods. Ketiga, ukuran dataset (3.837 sampel) cukup untuk Decision Tree menangkap pola tanpa 

memerlukan variance reduction dari ensemble besar. 

Analisis confusion matrix mengungkapkan bahwa kesalahan klasifikasi terbanyak terjadi pada kategori berdekatan 

(Normal vs Risiko Gizi Lebih) karena threshold Z-score yang sangat dekat. Secara klinis, overlap ini dapat diterima 

karena kategori adjacent memerlukan monitoring serupa, sehingga misclassification tidak mengakibatkan treatment yang 

sepenuhnya salah. Kategori kritis (Obesitas dan Gizi Buruk) mencapai performa excellent (F1-score > 0,94), memastikan 

anak dengan kondisi ekstrim tidak terlewatkan. 

Efektivitas PSO mengkonfirmasi temuan Kumar et al, tentang superioritas metode metaheuristik dibandingkan 

traditional optimization approaches. PSO mampu mengeksplorasi ruang hyperparameter secara efisien melalui collective 

intelligence, menghindari local optima melalui balance antara exploration dan exploitation. 

Keterbatasan penelitian mencakup dua aspek. Pertama, dataset berasal dari satu provinsi sehingga memerlukan 

validasi eksternal untuk memastikan generalizability. Kedua, variabel terbatas pada data antropometri tanpa faktor 

behavioral (pola makan, aktivitas fisik) dan genetik yang diketahui berpengaruh signifikan.  

4. KESIMPULAN 

Penelitian ini berhasil membuktikan bahwa optimasi Particle Swarm Optimization pada algoritma Decision Tree dan 

Random Forest meningkatkan performa prediksi risiko obesitas anak secara signifikan berdasarkan standar nasional 

Indonesia. Decision Tree teroptimasi PSO mencapai akurasi terbaik sebesar 91,32% dengan peningkatan 4,51% dari 

baseline, sementara Random Forest teroptimasi mencapai akurasi 84,20% dengan peningkatan 2,60%. Model Decision 

Tree + PSO menunjukkan performa superior dengan metrik evaluasi yang konsisten tinggi (precision 0,95, recall 0,95, 

F1-score 0,95) dan kemampuan excellent dalam mengidentifikasi kategori kritis obesitas dan gizi buruk yang memerlukan 

intervensi medis segera. Optimasi PSO tidak hanya meningkatkan akurasi tetapi juga berhasil mengurangi overfitting 

dengan penurunan gap akurasi validasi-test dari 3,47% menjadi 2,78%, menunjukkan kemampuan generalisasi model 

yang baik pada data baru. Kurva konvergensi PSO menunjukkan efisiensi algoritma dalam menemukan kombinasi 

hyperparameter optimal, dengan Decision Tree konvergen pada iterasi ke-68 dan Random Forest pada iterasi ke-75. 

Perbandingan dengan penelitian terdahulu menunjukkan bahwa model yang dikembangkan melampaui performa 

penelitian sebelumnya dalam domain prediksi obesitas anak dengan klasifikasi multi-kelas. Hasil penelitian ini 

memberikan kontribusi signifikan dalam pengembangan sistem deteksi dini obesitas anak yang dapat diimplementasikan 

sebagai sistem pendukung keputusan di layanan kesehatan primer seperti posyandu dan puskesmas untuk screening awal 

dengan akurasi tinggi. Berdasarkan hasil penelitian dan keterbatasan yang ditemukan, beberapa saran untuk 

pengembangan model di penelitian lanjutan dapat diajukan. Eksplorasi variabel tambahan di luar data antropometri seperti 

pola makan, aktivitas fisik, dan faktor sosial ekonomi dapat meningkatkan predictive power model. 
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