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Abstract

The gender recognition system based on voice still faces challenges such as dependence on MFCC (Mel Frequency Cepstral
Coefficients) features, which are not yet able to fully represent the complexity of human voice patterns. To overcome this, this study
uses 20 voice characteristics and the K-Nearest Neighbor (KNN) algorithm because it is non-parametric, capable of handling non-
linear relationships between features, and works intuitively by grouping data based on similarity of distance in the feature space, making
it suitable for voice patterns that are not always linearly distributed. The purpose of this study is to analyze and develop a KNN model
in classifying gender based on voice characteristics. Based on testing 50 variations of K values using K-Fold Cross Validation and
Euclidean Distance, the evaluation results at K = 3, 5, and 7 showed average accuracies of 0.9740, 0.9700, and 0.9712. K = 3 was
selected as the optimal parameter because it produced the highest accuracy. The results show that testing on 634 test data samples using
K = 3 produced 619 correct predictions and 15 incorrect predictions, with an accuracy of 98% (0.9740), as well as precision, recall,
and F1-score for the Female class of 0.98, 0.97, and 0.98, while for the Male class they were 0.97, 0.98, and 0.98.

Keywords: K-Nearest Neighbor; Classification; Gender; Voice Characteristics; Knowledge Discovery in Databases

1. INTRODUCTION

Voice-based gender recognition systems still face a number of challenges, one of the main limitations of which is the
reliance on conventional voice features, such as MFCC (Mel Frequency Cepstral Coefficients) [1]. Although MFCC has
been widely used in various speech recognition applications, it has not been able to fully capture the complexity and
variation of human voice patterns [2]. Voice signals have high complexity because they are influenced by various factors,
such as noise, intonation variations, accents, and recording quality [3]. Human voice patterns also have many aspects,
including intonation nuances, accents, and other unique characteristics that differentiate male and female voice [4][5].
Therefore, the limitation of MFCC in fully representing these aspects often results in suboptimal accuracy, especially
when dealing with voice data with wide variations [6][7].

To address this, this research proposes a more comprehensive approach by utilizing 20 different voice
characteristics [3]. These characteristics include various acoustic parameters, such as mean frequency, standard deviation,
median frequency, Q25, Q75, IQR, skewness, kurtosis, spectral entropy, spectral flatness, mode frequency, frequency
centroid, average of fundamental frequency, minimum of fundamental frequency, maximum of fundamental frequency,
average of dominant frequency, minimum of dominant frequency, maximum of dominant frequency, range of dominant
frequency, and modulation inde [7]. The selection of these features is based on their ability to represent biological and
acoustic differences between male and female voices, such as the fundamental frequency (F0) differences of male and
female voices that have been studied[4][5][8]. As such, the use of this rich feature set is expected to capture more
information from human voice patterns, allowing for a more accurate and detailed representation that is then used for
classification modeling [6][9].

This research selected the K-Nearest Neighbor (KNN) algorithm as the classification method for modeling [10].
This selection is based on several advantages of KNN that suit the nature of voice data [11]. First, KNN is a non-
parametric algorithm, which means it makes no assumptions about the distribution of the data [12][13]. This is suitable
for human voice patterns that are not always linearly distributed or follow a particular statistical distribution [3][9].
Secondly, KNN is able to handle non-linear relationships between features [14]. Voice characteristics often have complex
and non-linear interactions, so KNN can identify similarities between samples more flexible [6]. In addition, the KNN's
proximity-based approach in feature space makes it a relevant choice for modeling gender classification based on voice
characteristics [15][16].

Although various methods and datasets have shown diverse voice classification performance, some previous
studies still have limitations. For example, the research of [9] used a relatively small dataset (100 samples), which risks
causing overfitting and is less representative for more diverse real data. Although the results achieved 90% accuracy on
the test data, the limited size of the dataset makes it difficult to generalize the model to new voice variations. The study
by [17], despite using a large dataset, still focuses on multi-class classification (age and gender) simultaneously, which
can increase complexity and potentially reduce precision in gender-specific classification. The CNN model used did show
high accuracy of 92%, but the multi-class approach made the gender classification results less than optimal because the
model had to balance two prediction categories at once. And the study by [16] relies entirely on visual features (facial
data); whereas, voice characteristics offer advantages as a biometric that is more flexible, does not require visual devices,
and is easily integrated in everyday use, such as for authentication on camera-less devices or interaction with virtual
assistants. Although the visual approach produces very high accuracy (AUC 0.996 for Naive Bayes and 0.992 for KNN),
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its limitations lie in its dependence on camera devices and visual context, making it irrelevant for voice-based systems,
and the Naive Bayes algorithm assumes independence between features, which is not consistent with the complex
interactions between human voice characteristics.

Unlike previous studies conducted by [9] and [17], which still have limitations in terms of dataset size,
classification focus, feature types, and model assumptions, this study offers a more adaptive alternative solution through
the development of a gender classification model (male and female) based on voice characteristics using the KNN
algorithm [10][18][19]. Previous studies have shown that RNN and CNN based models perform well but are less than
optimal in data generalization or classification precision, while visual feature-based approaches require additional devices
that limit their application to non-visual systems [9][16][17]. Therefore, this study was designed to overcome these
limitations by utilizing a large and balanced voice dataset (3,168 samples) that is more representative of voice variations
[3]. This model relies on 20 acoustic voice characteristics that represent aspects of frequency, intensity, spectral
distribution, and others, enabling it to comprehensively describe the characteristics of the human voice[4][7]. The KNN
algorithm was chosen because of its non-parametric nature and its ability to group data based on the proximity between
samples, making it more flexible in handling non-linear relationships between voice features [11][14]. Unlike the research
by [16], which used Naive Bayes, which assumes independence between features, KNN allows for a more realistic
exploration of interactions between voice characteristics [12][20][21]. This study also optimized the K value and applied
the K-Fold Cross Validation technique to ensure the stability and reliability of the classification results [15][22][23].

In line with this approach, the objective of this study is to analyze and develop an effective KNN model for
classifying gender based on voice characteristics [10][11]. The analysis process will include exploring how each of the
20 voice characteristics contributes to the classification process AND how the KNN algorithm processes this information
to generate predictions [3][7]. This methodological difference is expected to result in improved accuracy compared to
previous studies while demonstrating the advantages of a non-parametric approach in handling the complexity of voice
signals [6][14]. Thus, this research aims to contribute to the field of voice recognition by offering a more robust gender
classification solution that can be applied to voice-based systems, such as virtual assistants, biometric voice recognition,
or automated customer service, which will ultimately improve the accuracy and efficiency of voice-based identification
systems [1][9][17].

2. RESEARCH METHODOLOGY
2.1 Research Stages

This research implements the Knowledge Discovery in Databases (KDD) method, a systematic process that aims to
discover valid, novel, and useful knowledge from data sets (Fayyad et al., 1996, cited in Shu & Ye, 2023) [13]. This
research approach is also quantitative, where conclusions are drawn based on the results of statistical hypothesis testing
using empirical data obtained through measurement [24]. The stages of the KDD process applied in this study are
illustrated in Figure 1, which describes the sequential flow from data selection to interpretation and evaluation.

Interpretation /
Evaluation

Data Mining
Transformation @\
I
Patterns
Transformed
Preprocessed Data Data

Figure 1. Knowledge Discovery in Databases (KDD)

a. Selection

This research data uses Gender Recognition by Voice from Kaggle in CSV format. The dataset consists of 3,168
samples (1,584 male and 1,584 female) with 20 numerical features derived from acoustic extraction and one target label
representing gender (male or female). Table 1 presents the first ten rows of the dataset to describe the variable structure
and feature composition used in the analysis. Each column represents an acoustic attribute that serves as an input variable
in the classification process.
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Table 1. Sample of the First 10 Rows from the Dataset
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b. Preprocessing
1. Missing Value Handling

A check was performed on all attributes of the dataset to ensure that there were no missing values that could
interfere with the analysis. Table 2 presents the identification of missing values for each attribute, showing that all
columns have zero missing entries. This indicates that the dataset is complete and can be directly used in the subsequent
analytical process without requiring data imputation.

Table 2. Identification of Missing Values
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2. Label Encoding

The categorical target variable consisting of Male and Female labels was transformed into numerical format to
enable processing by the classification algorithm. As shown in Table 3, the Female class is encoded as 0 and the Male
class as 1. This encoding process results in the addition of a new column, label encoded, which stores the numerical
representation of each sample for use in subsequent analysis.

Table 3. Label Encoding Results

label male female
label encoded 1 0

3. Outlier Detection

Outliers in numerical features were identified using the Interquartile Range (IQR) method, where data points
outside the range [Q1 — 1.5 X IQR,Q3 + 1.5 X IQR] were considered outliers. As presented in Table 4, the analysis
shows that several features, such as kurtosis, maxfun, and mindom, contain a notable number of outliers, while features
such as sfin, mode, and meanfun have none. Despite these variations, the dataset was retained in its entirety because the
presence of outliers was not expected to significantly affect the subsequent analysis, and their removal could potentially
alter the intrinsic characteristics of the data distribution.

Table 4. Outlier Detection with IQR

Lower Bound Upper Bound

No. Feature (Q1-1.5*IQR)  (Q3 + 1.5*IQR)

Number of Outliers  Percentage of Outliers
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0 meanfreq 0.110436 0.252372 64 2.020202
1 sd 0.004353 0.104621 10 0.315657
2 median 0.108054 0.272157 109 3.440657
3 Q25 0.013808 0.273217 33 1.041667
4 Q75 0.156376 0.296031 27 0.852273
5 IQR -0.064863 0.221598 10 0.315657
6 skew -0.273619 4.854882 230 7.260101
7 kurt -6.299491 25.617943 332 10.479798
8 sp.ent 0.761457 1.029067 6 0.189394
9 sfm -0.155413 0.947130 0 0.000000
10 mode -0.036617 0.375737 0 0.000000
11 centroid 0.110436 0.252372 64 2.020202
12 meanfun 0.038125 0.248454 0 0.000000
13 minfun -0.026298 0.092426 38 1.199495
14 maxfun 0.218736 0.312689 313 9.880051
15 meandom -0.716179 2.313173 19 0.599747
16 mindom -0.085938 0.164062 275 8.680556
17 maxdom -5.335938 14.414062 42 1.325758
18 dfrange -5.375977 14.413086 42 1.325758

4. Feature-Label Separation

The dataset was separated into an independent variable (X) containing 20 acoustic features, and a dependent
variable (y) containing the encoded labels (0=Female, 1=Male). The separation result shows X of size (3168, 20) and y
of size (3168,).
5. Data Splitting

The data is divided into training set (80%) and ftest set (20%) using stratified split to maintain a balanced class
distribution. The result was 2,534 training data samples and 634 test data samples, with a 50:50 class proportion in both
subsets. The split was done using random state (42) to make it reproducible.

c. Transformation

Transformation is done by feature scaling using StandardScaler so that all numeric features are on a comparable
scale. The fit process is only performed on X train, and then the result parameters are used to transform X train and
X test. This prevents information leakage from the test data. The target variable is not subjected to scaling as it is
categorical. As shown in Table 5, all numerical features in X #rain have been successfully standardized around a mean
of zero and a standard deviation of one, indicating that the scaling process was correctly applied to the training data.

Table 5. After StandardScaler (X_train)
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The transformation results for X test are presented in Table 6, which demonstrates the application of the same
scaling parameters obtained from the training data. This ensures that both training and testing sets share a consistent
feature scale, maintaining the validity of the model evaluation process.

Table 6. After StandardScaler (X _test)

me me cen me mi ma me mi ma dfr mo
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d. Data Mining

The classification model was built using the K-Nearest Neighbor algorithm with the Euclidean metric. The K
parameter value was determined through Stratified K-Fold Cross Validation (5-fold, k=1-50). The final model was trained
using the entire train data with the optimal K value.

d(xtest'xtrain) — \[Zln(xlpest _ xlprain)z (1)

As shown in Figure 2, the K-Fold Cross Validation procedure divides the dataset into five folds, where each fold
is used once as the test set while the remaining folds serve as training data. This process ensures that every sample is
evaluated and contributes equally to model validation.

llustrasi K-Fold Cross Validation (k=5)

Iterasi 1
Test Train Train Train Train
Iterasi 2 4
Train Test Train Train Train
Iterasi 3
@ . . . .
o Train Train Test Train Train
£
Iterasi 4 4
Train Train Train Test Train
Iterasi 54
Train Train Train Train Test
~ 2 ” B o
& & & &
& & <& & &
Fold

Figure 2. [llustration of K-Fold Cross Validation
e. Interpretation/Evaluation
Model performance was measured using Confusion Matrix, Accuracy, Precision, Recall, and F1-Score [25].
Evaluation was performed on test data to assess the consistency and effectiveness of the model in classifying gender [6].

TP+TN
Accuracy = ————— 3)
TP+FP+EN+TN
- TP
Precision = “)
TP+FP
TP
Recall = Q)
TP+FN
PrecisionxRecall
F1 —Score =2 x ———— (6)
Precision+Recall

Description:
TP (True Positive): Correctly predicts the positive class.
TN (True Negative): Correctly predicts the negative class.
FP (False Positive): Predicts the positive class incorrectly (Type I Error).
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FN (False Negative): Predicts the negative class incorrectly (Type II Error) [22][23][25].

f.  Knowledge

The research results in the form of a KNN model with high accuracy and a methodological contribution in showing
how a combination of 20 acoustic voice characteristics can be used for gender classification [3][11]. This knowledge can
be utilized in voice-based applications such as biometric systems and virtual assistants [1][9].

2.2 Theoretical Framework

a. K-Nearest Neighbor (KNN)

K K-Nearest Neighbor (KNN) is an instance-based learning classification algorithm that assigns a data point to a
class based on its proximity to a number of K nearest neighbors [10][11]. The algorithm belongs to the category of
supervised learning because it relies on labeled data for prediction [14][15][26]. In this study, KNN is employed as the
core method for gender classification using voice features, with Euclidean Distance as the distance metric, while the
optimal value of K is determined through Stratified K-Fold Cross Validation to ensure stable classification performance
[15][27].

b. Classification

Classification in the context of machine learning is the process of grouping data into specific categories based on
patterns learned from labeled datasets [28][29]. This study focuses on binary classification, namely distinguishing
between male and female voices [12][20]. Such an approach is appropriate for the research objective and has practical
applications in areas such as voice biometrics, virtual assistants, and automated customer service systems [3][9][18].

c. Gender

Gender is biologically determined by structural differences in the human body, including the vocal folds
[31[16][18][30]. Male vocal folds are generally longer and thicker, producing a lower fundamental frequency (90-155
Hz), while female vocal folds are shorter and thinner, producing a higher fundamental frequency (165-255 Hz). These
acoustic differences form the basis for utilizing voice signals in classification tasks [3][5][17].

d. Voice Characteristics

Human voice reflects biological attributes, including gender, through acoustic parameters that can be digitally
measured [4]. This study uses 20 acoustic voice features, encompassing spectral and statistical measures such as mean
frequency, standard deviation, skewness, kurtosis, spectral entropy, and spectral flatness, as well as parameters related to
fundamental and dominant frequencies [2][7]. These features serve as numerical representations used as input for the
KNN model [1][8]. As detailed in Table 7, each acoustic feature represents a specific characteristic of the speech signal
that captures the spectral distribution, frequency variation, and energy balance of the voice. Spectral features describe the
structure of sound energy across frequencies, while statistical features explain the variation and distribution patterns.
Meanwhile, features related to the fundamental and dominant frequencies provide information about pitch, tone stability,
and voice modulation, which are essential indicators for distinguishing male and female voices in classification models.

Table 7. Acoustic Features and Definitions

Feature

Description

Mean Frequency

Standard Deviation (SD)

Median Frequency

Q25 (First Quartile Frequency)
Q75 (Third Quartile Frequency)
IQR (Interquartile Range)
Skewness

Kurtosis

Spectral Entropy

Spectral Flatness

Mode Frequency

Frequency Centroid

Average Fundamental Frequency
Minimum Fundamental Frequency
Maximum Fundamental Frequency
Average Dominant Frequency
Minimum Dominant Frequency
Maximum Dominant Frequency
Range of Dominant Frequency
Modulation Index

Weighted average frequency of the spectrum.

Measures the dispersion of frequencies.

The midpoint of the spectral energy.

Frequency at which 25% of the spectral energy is accumulated.
The frequency at which 75% of the spectral energy is accumulated.
Frequency range between Q25 and Q75.

Degree of asymmetry in the distribution of spectral energy.
Sharpness or peakedness of the spectral energy distribution.
Measure of the distribution of spectral energy (ordered vs. random).
Measure of the flatness of the spectrum (tonal vs. noisy).
Frequency with the highest occurrence or intensity.

Spectral center of mass or average frequency.

Average of the fundamental frequency of the voice.

The lowest value of the fundamental frequency.

Highest value of the fundamental frequency.

Average of the most prominent (dominant) frequency.

Lowest value of the dominant frequency.

Highest value of the dominant frequency.

Difference between maximum and minimum dominant frequencies.
Measure of variation in the dominant frequency of the voice.

3. RESULT AND DISCUSSION
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3.1 Modeling

The K-Nearest Neighbor (KNN) model in this study was built with two main stages, namely optimizing the K parameter
through the Stratified K-Fold Cross Validation technique and forming the final model using the best K value obtained.
Cross validation with five folds was chosen because it is able to maintain a balance in the proportion of classes in each
fold so that the evaluation results are more representative and can be reproduced consistently. The range of K values
analyzed was 1 to 50, with the distance between samples measured using the Euclidean metric. As an illustration, a manual
calculation between one test sample(X_test[0]) and the first 10 training samples(X_train[0 — 9]) was performed:

a. Distance Calculation

Xtest[0] compared to the entire Xtrain[0-9]. Each distance is calculated with the formula:

d(xtest'xtrain) — \/ZiZO(xlpest _ xitrain)z ()

Before performing the manual distance computation, the detailed feature values for the test sample X _test[0] are
presented in Table 8, which provides a reference for all feature attributes used in the calculation process.

Table 8. Feature Values of Sample X _test[0]

me me s m € me . m me mi m df m
anf . Q2 Q7 IQ sk ku P ot nt an ax an nd ax ra od
sd di en od . nf .
re 5 5 R ew rt m roi fu fu do o do ng in
an t e un
q d n n m m m e dx

01 00 01 01 01 00 35 25 09 06 0. 01 01 00 02 05 00 17 17 02
50 67 71 01 9 94 05 32 48 73 12 50 62 31 58 31 07 65 57 64
95 47 74 66 23 57 39 26 31 16 04 95 24 31 06 49 81 62 81 82
6 8 9 5 6 2 2 24 5 3 1 6 7 1 5 4 2 5 2 8

Subsequently, to ensure the comparability of the manual computation, the corresponding feature values for the ten
training samples X _train[0—9] are summarized in Table 9. This table presents the same feature attributes for each training
sample to be used in computing the Euclidean distance relative to the test sample.

Table 9. Feature Values of Samples X _train[0-9]
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a. Calculation for X_train[0]

d(xtest’xtrain) — \/ ?go(x(t;est _ x(t;rain)z

d(xtest — xfrainy = \/((0.151 — 0.144)2 + (0.067 — 0.079) + (0.172 — 0.177)% + (0.102 — 0.075)2 + (0.196 —
0.201)% + (0.095 — 0.126)2 + (3.505 — 2.268)2 + (25.323 — 8.812)2 + (0.948 — 0.946) + (0.673 — 0.661)% +
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(0.120 — 0.199) + (0.151 — 0.144)% + (0.162 — 0.169) + (0.031 — 0.017)? + (0.258 — 0.235) + (0.531 —
1.621)% + (0.008 — 0.008)2 + (1.766 — 6.414)% + (1.758 — 6.406)2 + (0.265 — 0.221)?)

= v318.5475
= 17.8479

b. Calculation for X_train[1]

d(xte“,xtmin) — \/lego(xéest _ xltrain)z

d (x§et — xfrmy = 1/((0.151 — 0.193)2 4 (0.067 — 0.051)% + (0.172 — 0.216)? + (0.102 — 0.146)? + (0.196 —
0.232)% + (0.095 — 0.085)% + (3.505 — 2.088)% + (25.323 — 7.716) + (0.948 — 0.890) + (0.673 — 0.144)? +
(0.120 — 0.226) + (0.151 — 0.193) + (0.162 — 0.127) + (0.031 — 0.029)? + (0.258 — 0.276)? + (0.531 —
1.099)2 + (0.008 — 0.102)? + (1.766 — 4.820)? + (1.758 — 4.719)? + (0.265 — 0.199)?)

= V(330.7413)

= 18.1863

c. Calculation for X_train[2]
d(xtest xtrain) =\/ Zoo(x(i;est _ xgrain)z

’ i=
d(xtest — x4y = /((0.151 — 0.129) + (0.067 — 0.067)% + (0.172 — 0.115)2 4 (0.102 — 0.079)? + (0.196 —
0.192)% + (0.095 — 0.113)2 + (3.505 — 1.688)2 + (25.323 — 7.071) + (0.948 — 0.963)? + (0.673 — 0.728)% +
(0.120 — 0.104)% + (0.151 — 0.129)? + (0.162 — 0.106)% + (0.031 — 0.018)? + (0.258 — 0.276)* + (0.531 —

0.104)% + (0.008 — 0.008)2 + (1.766 — 0.250)% + (1.758 — 0.242) + (0.265 — 0.115)?)

= V(341.2540)
= 18.4731

After the calculations for X train[0]-X train[2] are presented as examples, the same procedure is applied to the
remaining training samples up to X train[9]. To provide a complete overview of the Euclidean distance values obtained,
the full results between the test sample X _test[0] and all ten training samples are summarized in Table 10, which presents
each training index, the corresponding Euclidean distance, and its class label.

Table 10. Feature Values of Sample X_test[0]

X train[i] Euclidean Distance = Label
17.8479
18.1863
18.4731
11.6015
11.8304
15.0229
13.6040
8.6017
21.0140
10.9709

[u—

O 02NN bW~ O
O == OO = O = -

b. Sorting the Distance Results

To facilitate interpretation, the calculated Euclidean distance values were arranged in ascending order to identify
the nearest training instances. The sorted results are shown in Table 11, which lists all samples ordered from the smallest
to the largest distance, providing a clearer view of proximity relationships within the dataset.

Table 11. Euclidean Distance Calculation Results (After Sorting)

X trainf[i] Euclidean Distance  Label
8.6017
10.9709
11.6015
11.8304
13.6040
15.0229
17.8479
18.1863
18.4731
21.0140

—_—

O — O WL NP WO
—_m = = OO = OO
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. Selection of K Nearest Neighbors
1. Based on the ordered distances, the nearest neighbors for several K values were then identified. For the case K = 3,
the three closest neighbors to X _test[0] are presented in Table 12, showing their rank, training index, distance value,
and corresponding label.

Table 12. Three Closest Neighbors for Xtest[0] (k = 3)

Rank X train[i] Euclidean Distance Label
1 7 8.6017 1
2 9 10.9709 0
3 3 11.6015 0

2. For the scenario K = 5, the five nearest neighbors are summarized in Table 13, arranged according to their proximity
ranking to the test sample.

Table 13. Five Closest Neighbors for Xtest[0] (k =5)

Rank X train[i] Euclidean Distance Label
1 7 8.6017 1
2 9 10.9709 0
3 3 11.6015 0
4 4 11.8304 1
5 6 13.6040 0

3. For the case K =7, the complete list of seven nearest neighbors obtained from the sorted distance values is provided
in Table 14, which shows the most similar instances contributing to the final KNN classification decision.

Table 14. Seven Closest Neighbors for Xtest[0] (k = 7)

Rank X train[i] Euclidean Distance Label
1 7 8.6017 1
2 9 10.9709 0
3 3 11.6015 0
4 4 11.8304 1
5 6 13.6040 0
6 5 15.0229 0
7 0 17.8479 1

d. Majority Voting of Classes

Analysis of the neighbor composition shows consistent results. At K = 3, the majority belongs to class 0 (Female).
The same outcome is observed for K =5 and K = 7, with Female continuing to dominate.

e. Class Prediction

Across all tested values of K (3, 5, and 7), the majority voting consistently produces a prediction of label 0 (Female)
for the test sample X_test[0].

Evaluation of model performance was conducted using four metrics, namely accuracy, precision, recall, and F1-
score. The value of each metric is calculated at each fold, then averaged to obtain the final performance of each & value.
The results of this calculation become the basis for determining the optimal parameters. Numerical calculations, data
management, and visualization of performance trends were performed using computational tools, which were all used to
illustrate the relationship between variations in K values and average model accuracy. The optimal parameters were then
set at the K value with the highest average accuracy during cross-validation.

The test results at K = / showed excellent performance, with an average accuracy of 0.9692, precision of 0.9641,
recall of 0.9747, and Fl-score of 0.9694. The consistency between validation folds confirms that the model is able to
distinguish Male and Female classes stably, while the distribution on the confusion matrix shows the dominance of correct
predictions. The computation time required to complete all folds is relatively short, at 1.17 seconds, as shown in Table
15.

Table 15. Result of Testing at K =1

Fold Accuracy Precision Recall F1-Score Confusion Matrix  Processing Time (seconds)
1 0.9704 0.9579 0.9843 0.9709 [[242, 11], [4, 250]] 0.0200
2 0.9763 0.9764 0.9764 0.9764 [[247, 6], [6, 248]] 0.0221
3 0.9684 0.9611 0.9763 0.9686 [[244, 10], [6, 247]] 0.0221
4 0.9684 0.9647 0.9723 0.9685 [[245, 9], [7, 246]] 0.0188
5 0.9625 0.9606 0.9644 0.9625 [[243, 10], [9, 244]] 0.0179
Average 0.9692 0.9641 0.9747 0.9694 — 0.1100 (total)
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At K = 3, the model performance shows excellent performance with an average accuracy of 97.40%, precision
96.67%, recall 98.18%, and F1-Score 97.42%. The high recall value indicates that the model is able to recognize most of
the positive samples well, while the high precision indicates that the positive prediction error rate is relatively low.
Consistency between validation folds can be seen from the stable distribution of metrics in each fold. The total processing
time for all folds was 0.12 seconds, indicating good computational efficiency, as presented in Table 16.

Table 16. Result of Testing at K =3

Fold Accuracy Precision Recall F1-Score  Confusion Matrix  Processing Time (seconds)
1 0.9704 0.9509 0.9921 0.9711 [[240, 13], [2, 252]] 0.0196
2 0.9803 0.9766 0.9843 0.9804 [[247, 6], [4, 250]] 0.0203
3 0.9684 0.9611 0.9763 0.9686 [[244, 10], [6, 247]] 0.0201
4 0.9803 0.9765 0.9842 0.9803 [[248, 6], [4, 249]] 0.0182
5 0.9704 0.9685 0.9723 0.9704 [[245, 8], [7, 246]] 0.0196
Average 0.9740 0.9667 0.9818 0.9742 — 0.1000 (total)

Testing at K = 5 shows that the classification performance remains high with an average accuracy of 97.00%,
precision 96.27%, recall 97.79%, and F1-Score 97.02%. The high recall value shows the model's ability to recognize most
of the positive samples, while the stable precision shows that the positive prediction error rate is still low. Consistency
between validation folds is evident from the relatively uniform distribution of metrics despite slight variations. The total
processing time of all folds at this value was recorded at 0.11 seconds demonstrates maintained efficiency, as presented
in Table 17.

Table 17. Result of Testing at K =5

Fold Accuracy Precision Recall F1-Score Confusion Matrix  Processing Time (seconds)
1 0.9803 0.9692 0.9921 0.9805 [[245, 8], [2,252]] 0.0218
2 0.9763 0.9654 0.9882 0.9767 [[244, 9], [3, 251]] 0.0205
3 0.9586 0.9567 0.9605 0.9586 [[243, 11], [10, 243]] 0.0205
4 0.9724 0.9614 0.9842 0.9727 [[244, 10], [4, 249]] 0.0192
5 0.9625 0.9606 0.9644 0.9625 [[243, 10], [9, 244]] 0.0188
Average 0.9700 0.9627 0.9779 0.9702 — 0.1000 (total)

Testing at K = 7 resulted in an average accuracy of 97.12%, precision 96.35%, recall 97.95%, and F1-Score
97.14%. The high recall value shows that the model is still able to recognize most of the positive samples well, while the
stable precision indicates that the positive prediction error rate is still under control. The consistency of the metrics in
each validation fold shows that the model's performance is relatively balanced despite slight variations between folds.
The total processing time of all folds at this value was recorded at 0.11 seconds, as shown in Table 18.

Table 18. Result of Testing at K =7

Fold Accuracy Precision Recall F1-Score Confusion Matrix  Processing Time (seconds)
1 0.9744 0.9617 0.9882 0.9748 [[243, 10], [3, 251]] 0.0200
2 0.9763 0.9690 0.9843 0.9766 [[245, 8], [4, 250]] 0.0207
3 0.9684 0.9611 0.9763 0.9686 [[244, 10], [6, 247]] 0.0235
4 0.9763 0.9689 0.9842 0.9765 [[246, 8], [4, 249]] 0.0186
5 0.9605 0.9569 0.9644 0.9606 [[242, 11], [9, 244]] 0.0182
Average 0.9712 0.9635 0.9795 0.9714 — 0.1100 (total)

A comparison of the test results across all K values (1-50) demonstrates a clear and systematic pattern in model
performance. The overall trend shows that as the number of neighbors (K) increases, the classification accuracy gradually
declines. This relationship highlights the balance between model flexibility and generalization, where smaller K values
make the model more sensitive to local data structures, while larger K values produce smoother decision boundaries that
may overlook finer distinctions between classes. The visualization provided in Figure 3 illustrates this overall behavior
of the K-Nearest Neighbor model throughout the entire range of tested K values.
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Figure 3. Performance Results of K-Fold Cross Validation (1-50)

To further analyze the relationship between K and performance stability, Figure 4 visualizes the average accuracy
obtained from the 5-Fold Cross Validation process for each K value. The curve indicates that accuracy reaches its peak
at K =3 with an average accuracy of 0.9740, after which the performance gradually declines as K increases. This finding
empirically confirms that when K is too small, such as at K = 1, the model is prone to overfitting and becomes overly
sensitive to noise and minor data variations. Conversely, as K grows larger, the decision boundary becomes overly
generalized, reducing the model’s precision in distinguishing between male and female voice characteristics. Thus, the
experiment confirms that K = 3 provides the optimal trade-off between stability and performance, ensuring balanced
accuracy, precision, recall, and F1-score metrics across folds.

Rata-rata Accuracy vs Nilai K {5-Fold CV)

0.975

0.970

0965

0.960

0.955

Rata-rata Accuracy

0.950

0.945

0.940

Figure 4. Average Accuracy vs K Value (5-Fold Cross Validation)

In addition to overall performance trends, the consistency of the model at K = 3 across different folds of the cross-
validation process is demonstrated in Figure 5. The figure illustrates the minimal variation between folds, where each
fold maintains similar levels of accuracy, precision, recall, and F1-score. This consistency indicates that the KNN model
exhibits robust generalization behavior under the optimal parameter setting and is not overly dependent on a specific data
partition. Therefore, it can be concluded that K = 3 provides the most stable classification results across all validation
sets.

Nilai K terbaik (berdasarkan rata-rata Accuracy): 3
Rata-rata Accuracy tertinggi: 8.9748
Waktu total proses K-Fold CV untuk semua K: 29.37 detik

Figure 5. Performance Evaluation

The detailed results of testing at K = 3 are further presented in Figure 6, which summarizes the evaluation metrics
obtained for each of the five folds. The results show that all folds achieve performance above 96% across all metrics,
reinforcing the stability of the model and the reliability of K = 3 as the best configuration. This visualization also highlights
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the balanced distribution of prediction outcomes, as reflected in the confusion matrices, indicating that both male and
female classes are classified accurately and consistently.

—m—mmmm—m—====——==== Menguji K = 3 ===m====mm==mm—=em=

Ford 1 Fold 4
fjkcura(y . 0.9704 - Accuracy : ©.9803
_ Precision : 9.9509 - Precision : 0.9765
- Recall : 9.9921 - Recall : 9.9842
- Fl-Score : @.9711 - Fl1-Score : ©.9803
E[i:;f“;i‘]’“ Matrix: - Confusion Matrix:
[ 2250 [[248 ]
- Waktu Proses Fold: 8.0561 detik [ 4249]]
- Waktu Proses Fold: ©.0608 detik
Fold 2
- Accuracy : ©.9803 Fold 5
- Precision : 0.9766 _ Accuracy : ©.9704
- Recall : ©.9843 X e
_ F1-Score : ©.9894 - Precision : @.9685
- Confusion Matrix: - Recall : 8.9723
[[247 6] - F1-Score : 0.9704
[ 4 250]] - Confusion Matrix:
- Waktu Proses Fold: 8.@566 detik [[245 8]
Fold 3 [ 7 246]]
- Accuracy : ©.9684 - Waktu Proses Fold: ©.0618 detik
- Precision : ©0.9611
- Recall 1 9.9763 - Rata-rata Accuracy : 0.9740
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E[Z;: ui;‘]m e - Rata-rata Recall : 9.9818
[ 6247]] - Rata-rata Fl-Score : ©0.9742
- Waktu Proses Fold: 0.0658 detik - Waktu Proses K = 3 : 0.31 detik

Figure 6. Result of Testing at K =3

Based on these optimal parameters, the model is rebuilt using the entire training dataset to maximize information
utilization. The optimal configuration applies K = 3 with the Euclidean distance metric, ensuring consistency with the
cross-validation phase. As illustrated in Figure 7, the model is then fitted to the full training data to strengthen its
generalization

1 final knn = KNeighborsClassifier(n_neighbors=best k, metric='euclidean’)
2 final _knn.fit(X_train, y_train)
v 0.0s

KNeighborsClassifier

gKNe:'LghbDr'sClassi'Fier'(lﬂetric='euclidean'J n_neighbor‘s=3)§

Figure 7. Training of KNN Model Using Entire Training Data

3.2 Evaluation

odel evaluation produces a confusion matrix in a 2x2 matrix format that presents a comparison between predicted
and actual class values. As shown in Figure 8, this visualization illustrates the distribution of correct and incorrect
predictions generated by the model on the test dataset. Based on the prediction results on the test data, 307 True Negative
(TN) were obtained, which is the number of voice samples that are actually female and have been correctly predicted as
female by the model. The False Positive (FP) is 10, which is the number of voice samples that are actually female (Female)
but wrongly predicted as male (Male) by the model. This condition is known as Type I Error. False Negative (FN) of 5,
which is the number of voice samples that are actually male but incorrectly predicted as female by the model. This
condition is known as Type II Error. True Positive (TP) is 312, which is the number of voice samples that are actually
male (Male) and successfully predicted correctly as male (Male) by the model.

Confusion Matrix (Test Set, K = 3)

300

250

True: Female

200

- 150

True Label

-100

True: Male

- 350

'
Pred: Female Pred: Male
Predicted Label

Figure 8. Confusion Matrix

From this matrix, it can be seen that the model performs well in distinguishing between Male and Female voices,
as the number of correct predictions (TN and TP) is significantly higher than incorrect predictions (FP and FN). The
relatively small number of misclassifications, 10 FP and 5 FN, indicates that the model exhibits high reliability in
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gender recognition. Furthermore, the lower number of FN compared to FP shows that the model tends to misclassify
Female voices as Male more often than the opposite case. Out of 634 total predictions, the model produced 619 correct
predictions (307 TN + 312 TP) and only 15 misclassifications (10 FP + 5 FN), resulting in high classification
consistency.

The distribution of predictions on the confusion matrix is then used as the basis for calculations that utilize the
True Positive, True Negative, False Positive, and False Negative values to describe the model's performance
quantitatively.
1. Accuracy

A _ TP + TN __ 3124307 619 o
ey = P Y FP+FN+ TN 312+10+5+307 634 -
2. Precision
precision (1) = — & =312 _ 156 _ 5689 = 0.97
recision () = 525 =317 710 161~ -
Precision (0) = — = 307 __ 397 _ 1 9839 = 0.98
recision (0) = 575 =307 15 ~ 312~ =
3. Recall
Recall (1) = — & = 512 312 _ 15045 — 098
) T P Y FN 31245 317 -
Recall (0) = =397 397 _ 9684 =097
eca “TP+FN 307+10 317 = -
4. F1-Score
F1 — score (1) — 2 x Precision X Recall _~ 0.9689 x 09842 _ 47679569 _
core ) = £ precision + Recall = 0.9689 + 0.9842 48827500 =
Precision X Recall 0.9839 x 0.9684 23820219

= 0.9760 = 0.98

— = X = X =
F1 = Score (0) = 2 X 5 Cision + Recall ~ >~ 0.9839 4 0.9684 _ 24403750
Based on these calculations, the model achieved an accuracy of 0.98 with a relatively balanced performance

distribution between the Male and Female classes. The precision of the Female class is 0.98, which is slightly higher than
that of Male, which is 0.97, so Female predictions are less likely to be wrong. In contrast, the recall of Male class is higher
(0.98) than Female (0.97), which means the model is more sensitive in recognizing Male samples. The F1-score value for
both classes was 0.98, showing a balance between precision and recall. This shows that the model is not only accurate
overall, but also consistently maintains a stable performance in both voice categories. This result, as illustrated in Figure
9, is in line with the classification report produced by the model, which is a summary form that confirms that the model's
performance is not only accurate overall, but also evenly distributed in each class.

precision recall fl-score  support

Female 08.98 8.97 9.98 317

Male 8.97 8.98 9.98 317
accuracy @.98 634
macro avg a.98 @.98 @.98 634
weighted avg a.98 @.98 @.98 634

Figure 9. Classification Report

This result is consistent with the overall classification report produced by the model, confirming that its
performance is not only accurate globally but also well distributed across individual classes. To provide a more detailed
interpretation, Figure 10 presents an example of prediction results for several test samples. This table displays the acoustic
feature values, actual labels, and predicted labels, enabling direct observation of how the model classifies individual voice
data and evaluates the closeness between predicted and actual results.

Tabel Hasil Prediksi 18 Data Pertamz (Fitur X, Aktual, Prediksi):

meanfreq sd  median Q25 Q75 IR skew kurt sp.ent sfm mode centroid meanfun minfun maxfun meandem mindom maxdom dfrange modindx Aktual Prediksi
0986834 0612160 0367233 0786061 -1.212481 0233861 (0087986 -0.081651 1176424 1471757 0567897 -0.986834 0602729 0279967 -0.029613 0572236 -07033%6 -0937022 0924946 07785 female female
1304040 -1403656 0891472 1238381 0920108 0911230 0349048 -0.220809 -0.923693 1245554 0.461334 1304040 1.143007 0549064 0667058 1399583 0453744 1283824 1292336 0346303 female female
1095994 -1.348344 0684377 1214011 0165464 -1294774 0077122 -0136281 -1.680872 -1239926 0451653 1095994 0970581 0673628 0613556 0628831 2541604 0298007 0253192 -0498031 female female
-1285264  1.224012 -1.157617 -1.168400 -0924551 03830123 -0483388 -0232326 1731318 2089284 -0.992060 -1285264 -1464485 -0981049 -2489153 -0985878 -0.703356 -1.252395 -1240440 0617735 male male
0051068 0.039408 -0007258 0261253 -0491520 -0565957 -0370860 -0.228686 1.0088%0 1.005219 0461644 -00510688 0212021 -0B25155 0624207 1381680 -0750158 -0338253 -0325122 2015425 female female
0122701 0518836 -0672518 0357713 1041769 0975925 -0076847 -0.167470 0364897 -0.144199 0477009 -0.122701 -0.801461 -0892905 -3.151614 -1.025667 0263892 -1216262 -1221411 1617751 male  male
0.1911% 0561935 0150550 -0.658751 0091465 0801369 2211330 1733002 0599163 0249744 1346749 -0.1911%6 -2185883 -1.061385 -0.297003 -1389553 0205093 -1.234752 1240440 0835357 male  male
065460 0600888 0063940 0791808 -0344978 0715372 -0242138 0213066 1078608 1.053839 (748399 0654460 0592017 0539424 0667058 0979666 -0453744 1270592 1279090 0427237 female  male
2524426 1669803 -2931305 -2285010 1646438 17093483 -0.166508 -0.184088 1368893 1725083 -2011756 -2524426 1264362 -1.053544 0580669 -1.014106 -07033%6 -1.19284% -1.180872 1662955 female female
0606041 -0.027827 0694491 0401253 0730257 -0.059712 0726394 0361011 0235702 -0570517 -0.958707 0606041 -2193%49 -0977935 -3582485 -1.302440 0669511 -1316352 -1328690 -0.385604 male male

W oM e B W N a o

Figure 10. Example of Prediction Results (Test Data)
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3.3 Discussion

Based on the evaluation results on the fest sef using the best KNN model (k = 3), the accuracy shows that the overall
model is able to correctly classify about 98% of the total samples in the fest set (both male as male, and female as female).
This high accuracy indicates the model's excellent performance in distinguishing between the two classes. For the male
class, 97% of the samples predicted as male by the model were indeed male. The high precision value indicates that the
model has a low False Positive rate (predicting Male when Female). Recall of 98% shows that the model is able to identify
almost all Male samples that actually exist in the fest set, so there are very few False Negatives (predicting Female when
Male). F1-Score of 98% shows a good balance between precision and recall. Since the dataset is balanced, F1-Score
confirms that the model performance is stable in both classes without any significant bias. For the Female class, the
precision reached 98%, meaning that almost all Female predictions matched the original label so False Positive
(predicting Female when Male) was very low. Recall of 97% shows that most of the Female samples were correctly
recognized, although there were still a few cases of False Negative. The F1-Score value of 98% confirms the balance
between precision and recall in the Female class. This result proves that the performance of the model is not only high
overall, but also consistent within each class, thus maintaining a fair distribution of performance between Male and
Female.

When compared to the other K values also tested (1, 5, and 7), a consistent pattern is seen. At K = 1, the model is
able to achieve high accuracy, but it is more sensitive to noise because the classification decision is only determined by
one nearest neighbor. This can be seen from the wider variation of the inter-fold metric, so although the performance is
strong, the stability of the model is still not guaranteed. In contrast, at K = 5 and K = 7, the classification performance
remains competitive with accuracy above 97%. However, the use of a larger number of neighbors makes the model more
"delicate" in determining the decision boundary. Consequently, the sensitivity of the model to detailed voice patterns is
reduced, which is reflected in a decrease in precision although recall is still relatively high. In other words, the model
becomes more stable but loses a bit of sharpness in distinguishing similar classes. K =3 occupies an ideal middle position.
It is small enough to remain sensitive to local variations between samples, but not so small that it is susceptible to noise.
The stability between validation folds is more consistent than K = 1, and the precision-recall is more balanced than K =
5 and K =7. This pattern shows that K = 3 provides the best trade-off: it is able to maintain peak accuracy, maintain stable
performance between folds, and still maintain a balance between sensitivity and accuracy of prediction.

The choice of K value in KNN involves a frade-off between bias and variance. A small K value (e.g. K = 1) makes
the model more sensitive to noise in the training data. Each prediction relies heavily on a (single) nearest neighbor sample,
which can vary widely. This leads to high variance as the model is highly variable to small changes in the training data.
The model may have a low bias on the fraining data (because it can "memorize" the noise), but tends to overfitting and
performs poorly on new data (test sef). The graph shows that the accuracy of K = 1 is already high, but still slightly lower
than K = 3, and more susceptible to noise. Conversely, large K values (e.g. K = 50) make the model less sensitive to local
details or noise. Predictions are based on the majority of votes from many neighbors, so the decision boundary becomes
smoother. This leads to low variance as the model is more stable to small changes. However, the model can have a high
bias if K is too large because it includes too many neighbors from other classes, thus ignoring important local patterns.
The model is potentially underfitting as it is too simple to capture the complexity of the data. The graph shows that the
accuracy tends to decrease as the value of K increases.

The optimal K value (e.g. K = 3) is obtained through the K-fold cross validation process, by finding the K value
that provides the best balance between bias and variance. The results are reflected in the evaluation metrics (mainly
average accuracy) of the validation folds. In this case, the highest average accuracy is achieved when K = 3. This indicates
that K = 3 successfully captures important patterns in the data (low bias) without being too sensitive to noise or variation
within each fold of the training data (variance preserved). The model with K = 3 provides optimal generalization
performance, as seen from the high and balanced evaluation metrics on fest sets that the model has never seen before. As
illustrated in Figure 11, the graph “Average Accuracy vs K Value (5-Fold CV)” clearly shows the accuracy peaks at K =
3 (or small K values around it), which supports the choice of K = 3 as the optimal value. This offers the best trade-off
between bias and variance for this dataset.

Rata-rata Accuracy vs Nilai K (5-Fold CV)

0.975

0.970

0.965

0.960

Rata-rata Accuracy

0.955

0.950

0.940

Nilai K

Figure 11. Average Accuracy vs K Value (5-Fold CV)
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Thus, the 98% accuracy achieved in this study demonstrates the superiority of the K-Nearest Neighbor (KNN)
algorithm in identifying gender based on voice characteristics by utilizing a large and balanced dataset of 3168 samples.
This result is better than [9] who only obtained 90% accuracy using Recurrent Neural Network (RNN) on 100 voice
samples and surpassed the research of [17] who used Convolutional Neural Network (CNN) for combined classification
of gender and age with 92% accuracy. Meanwhile, although [16] study resulted in an AUC of 99.6% for Naive Bayes and
99.2% for KNN using visual features, the voice characteristic-based approach in this study offers better flexibility as a
biometric since it does not require a visual device to be integrated in systems such as virtual assistants or voice-based
security. With all these findings, this research can be declared successful in analyzing the application of the K-Nearest
Neighbor (KNN) algorithm and developing and evaluating the performance of the model in classifying male and female
gender based on voice characteristics.

4. CONCLUSION

Based on the results of the K-Nearest Neighbor (KNN) algorithm analysis in classifying gender based on voice
characteristics, it can be concluded that KNN was successfully implemented using 3168 voice samples that were balanced
between male and female. From testing 50 variations of k values, the best performance was obtained at K = 3 with an
accuracy of 98%, higher than K =5 and K = 7, which achieved 97% and 97.12%, respectively. The model was then tested
on 634 test data and produced an accuracy of 98% with 619 correct predictions and 15 incorrect predictions. The precision,
recall, and F1-score values are also balanced for both classes, where Female has a precision of 98%, recall of 97%, and
F1-score of 98%, while Male has a precision of 97%, recall of 98%, and F1-score of 98%. These results demonstrate that
KNN with the optimal parameter K = 3 can provide high-performance, stable, and reliable performance in distinguishing
between male and female voices, making it potentially applicable in practical applications such as virtual assistants,
automated customer service, or voice-based security systems. For further development, future research may consider
implementing additional preprocessing techniques such as normalization or other relevant methods to address uneven
feature distributions. The determination of the number of neighbors should not only be done experimentally but also based
on theoretical considerations regarding class distribution and inter-point distances. Computational efficiency can be
improved by utilizing KNN variations based on data structures such as KD-Tree or Ball Tree, especially for large datasets.
The use of other algorithms such as Support Vector Machine or ensemble classifiers can be used as a comparison to make
the model performance more measurable. The application of the model in real-world cases, such as mapping user
demographics in human-machine interactions, can also expand the benefits of this research to produce a more adaptive,
efficient, and practical voice-based classification system.
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