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Abstrak–Algoritma K-Means memiliki beberapa kelemahan, salah satunya terletak pada model jarak yang digunakan dalam 

penentuan kemiripan antar data yang memberikan perlakuan yang sama terhadap setiap atribut data, sehingga atribut yang 

kurang relevan dan memiliki sedikit kontribusi terhadap variasi data dapat memberikan dampak yang cukup berpengaruh 

terhadap hasil clustering. Hal ini tentu saja dapat menurunkan kinerja algoritma K-Means. Pembobotan atribut merupakan salah 
satu cara yang dapat digunakan untuk mendapatkan korelasi atribut data terhadap variasi data. Semakin tinggi nilai bobot dari 

suatu atribut maka semakin besar korelasinya terhadap variasi data, sehingga nilai bobot yang rendah dari suatu atribut tentunya 

memiliki sedikit kontribusi terhadap variasi data dan dapat memberikan dampak yang cukup berpengaruh terhadap kinerja dan 

hasil clustering. Pada penelitian ini, metode yang digunakan dalam perhitungan bobot atribut data yaitu Principal Component 
Analysis (PCA). Untuk melakukan pengujian terhadap metode yang diusulkan, maka penelitian ini menggunakan dataset dari 

UCI Machine Learning yang terdiri dari 351 data Ionosphere, 4177 data Abalone serta 1096 data kualitas udara dari 

Laboratorium Udara Kota Pekanbaru dan 120 data kualitas air. Evaluasi kinerja  Clustering yang diusulkan berdasarkan nilai 

Sum of Square Error (SSE). Hasil pengujian pada penelitian ini terlihat bahwa dengan metode yang diusulkan dapat 
menghasilkan nilai SSE yang signifikan lebih kecil. 

Kata Kunci: Algoritma K-Means; Pembobotan atribut; Principal Component Analysis; Clustering; Sum of Square Error (SSE). 

Abstract–The K-Means algorithm has several weaknesses, one of which lies in the distance model used in determining the 

similarity between data which provides the same treatment for each data attribute, so that attributes that are less relevant and 

have little contribution to data variation can have a significant impact on  Clustering results. This of course can reduce the 
performance of the K-Means algorithm. Attribute weighting is one way that can be used to get the correlation of data attributes 

to data variations. The higher the weight value of an attribute, the greater the correlation to data variation, so that the low weight 

value of an attribute certainly has little contribution to data variation and can have a significant impact on performance and  

Clustering results. In this study, the method used in calculating the weight of data attributes is Principal Component Analysis 
(PCA). To test the proposed method, this study uses a dataset from UCI Machine Learning which consists of 351 Ionosphere 

data, 4177 Abalone data and 1096 air quality data from Pekanbaru City Air Laboratory and 120 water quality data. The 

evaluation of the proposed  Clustering performance is based on the Sum of Square Error (SSE) value. The test results in this 

study show that the proposed method can produce a significantly smaller SSE value. 

Keywords: K-Means algorithm; Attribute weighting; Principal Component Analysis; Clustering; Sum of Square Error (SSE) 

1. PENDAHULUAN  

Algoritma K-Means merupakan salah satu metode  Clustering yang paling banyak digunakan dalam analisis data 

karena kesederhanaan dan efisiensinya dalam mengelompokkan data berdasarkan tingkat kemiripan. Namun, salah 

satu permasalahan utama pada algoritma K-Means terletak pada penggunaan perhitungan jarak yang 

memperlakukan setiap atribut secara setara tanpa mempertimbangkan tingkat kepentingan masing-masing atribut 

terhadap struktur data. Kondisi ini menyebabkan atribut yang kurang relevan atau memiliki variasi rendah tetap 

memberikan kontribusi yang sama besar terhadap proses pengelompokan, sehingga berpotensi menurunkan 

kualitas hasil clustering.   Dalam data mining, data dari suatu himpunan data dikelompokkan ke dalam kategori 

atau kelompok tertentu berdasarkan kemiripan terhadap centroid cluster[1]-[3], dan proses ini disebut sebagai  

Clustering yang diklasifikasikan sebagai unsupervised learning karena hanya data masukan dan parameter yang 

digunakan tanpa adanya kelas. Objek-objek dikelompokkan ke dalam cluster sehingga tiap kelompok memiliki 

kemiripan yang lebih tinggi dibandingkan dengan objek pada kelompok lain, di mana kemiripan diukur 

menggunakan model pengukuran jarak dan teknik  Clustering dibagi menjadi pendekatan hierarchical dan non-

hierarchical seperti Partition  Clustering dengan algoritma K-Means [4].  

Dalam algoritma K-Means, selisih jarak setiap data ke centroid dihitung dan diperbarui secara berulang sampai 

perpindahan data antar cluster tidak lagi terjadi atau batas iterasi tercapai, dan dengan cara ini jarak dalam-cluster 

diminimalkan[5]-[8]. Namun, pemilihan centroid awal yang dilakukan secara acak dan penggunaan model jarak 

yang memberi pengaruh sama pada setiap atribut menyebabkan hasil  Clustering berpotensi menjadi tidak stabil, 

tidak akurat, dan kinerja K-Means menurun ketika atribut kurang relevan tetap diberi bobot yang sama[9]. Untuk 

mengatasi kelemahan tersebut, pembobotan atribut diusulkan agar atribut dengan korelasi lebih tinggi terhadap 

variasi data diberikan bobot yang lebih besar, sementara atribut dengan kontribusi kecil diberi bobot rendah[10]-

[11], misalnya dengan pendekatan Gain Ratio atau Principal Component Analysis (PCA).  

Berbagai penelitian telah dilakukan, seperti pendekatan object weighting untuk mendeteksi outlier dan 

meningkatkan kestabilan cluster, penerapan PCA sebelum  Clustering untuk mereduksi atribut kurang relevan dan 
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meningkatkan kinerja, serta algoritma Feature-Reduction Multi-View K-Means (FRMVK) yang memberikan 

bobot atribut berbasis seleksi fitur[12]. Dalam penelitian yang diringkas, korelasi antar atribut dimanfaatkan 

sebagai dasar pemberian bobot pada perhitungan jarak di algoritma K-Means sehingga diharapkan kelemahan K-

Means dapat diatasi[13]-[15]. Pengujian dibatasi pada dataset Ionosphere dan Abalone dari UCI Machine 

Learning, data kualitas air, dan data kualitas udara, dengan pembobotan atribut menggunakan PCA dan kinerja  

Clustering dievaluasi berdasarkan nilai Sum of Square Error (SSE), di mana nilai SSE yang lebih kecil diharapkan 

dapat diperoleh oleh metode yang diusulkan.  

Pada akhir penelitian ini, tujuan utama yang ingin dicapai adalah mengembangkan dan mengevaluasi pendekatan 

K-Means Clustering berbasis pembobotan atribut menggunakan metode Principal Component Analysis (PCA) 

guna meningkatkan kualitas hasil pengelompokan data. Penelitian ini bertujuan untuk membuktikan bahwa 

pemberian bobot atribut berdasarkan tingkat kontribusinya terhadap variasi data mampu mengurangi pengaruh 

atribut yang kurang relevan, sehingga menghasilkan nilai Sum of Square Error (SSE) yang lebih kecil 

dibandingkan metode K-Means konvensional. Selain itu, penelitian ini diharapkan dapat memberikan pemahaman 

yang lebih mendalam mengenai peran pembobotan atribut dalam meningkatkan stabilitas dan akurasi proses 

clustering, serta menjadi referensi bagi pengembangan metode pengelompokan data yang lebih efektif pada 

berbagai jenis dataset di masa mendatang. 

2. METODOLOGI PENELITIAN 

2.1 Tahapan Penelitian 

Algoritma K-Means  Clustering umumnya menggunakan perhitungan jarak terdekat (nearest distance) antar data 

kedalam masing-masing centroid cluster berdasarkan persamaan jarak seperti Euclidean Distance. Teknik  

Clustering yang diusulkan sebagai dasar dalam pemberian nilai bobot terhadap model perhitungan jarak 

terdekat[16]- [20]. Semakin tinggi nilai bobot dari suatu atribut maka semakin besar korelasinya terhadap variasi 

data, Sehingga nilai bobot yang rendah dari suatu atribut tentunya memiliki sedikit kontribusi terhadap variasi data 

dan dapat memberikan dampak yang cukup berpengaruh terhadap hasil clustering. Tahapan PCA bertujuan untuk 

memperbaiki kelemahan K-Means clustering, khususnya pada penentuan kemiripan data terhadap centroid cluster. 

Untuk lebih jelas dalam mendeskripsikan tahapan dalam penelitian ini maka akan dijelaskan tahapan demi tahapan. 

 
Gambar 1. Metode Penelitian 

Berikut adalah tahapan – tahapan penelitian dapat dijelaskan, yaitu: Lakukan proses awal persiapan data, Lakukan 

perhitungan bobot menggunakan PCA, Lakukan proses  Clustering menggunakan algoritma K-Means 

clustering[21], Analisis hasil  Clustering berdasarkan total selisih jarak menggunakan persamaan Sum of Square-

Error. 

2.2  Data 

Terdapat 4 dataset yang digunakan terdiri dari 2 dataset yang berasal dari UCI Machine Learning Repository, 1 

dataset hasil penelitian Denades et al. (2016) dan 1 dataset dari Pengolahan Data Laboratorium Udara Pemerintah 

Pekanbaru. Dataset yang berasal dari UCI Machine Learning Repository adalah dataset ionosphere dan abalone. 

Dataset ionosphere berasal Goose Bay, Labrador, dimana data tersebut merupakan sinyal radar yang diterima dan 

diproses menggunakan fungsi autokorelasi. Dataset abalone berasal dari Marine Research Laboratories – Taroona 

dimana data tersebut digunakan untuk memprediksi umur abalone dari penampakan fisik[22]-[24]. 

2.2  Software dan Tools 

Untuk mempermudah implementasi dan perhitungan dalam penelitian, Maka penulis menggunakan bahasa 

pemrograman Python versi 3.7, Menggunakan spesifikasi processor Intel Core i5 dan RAM 4 GB. 

3. HASIL DAN PEMBAHASAN 

Data yang digunakan diperoleh dari UCI Machine Learning Repository, yaitu: Ionosphere dan Abalone. Dalam 

penelitian ini juga menggunakan dataset Water Quality yang berasal dari hasil penelitian Denades et al. (2016), 

dimana data tersebut merupakan hasil pengumpulan data Kementerian Lingkungan Hidup tentang Ketentuan 
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Kualitas Air. Kemudian Dataset Kualitas Udara yang diperoleh dari Pengolahan Data Laboratorium Udara Kota 

Pekanbaru selama 3 tahun terakhir yakni Tahun 2014, 2015 dan 2016 (http://iku.menlhk.go.id), merupakan hasil 

pengumpulan data oleh Laboratorium Udara Pemerintah Kota Pekanbaru tentang Ketentuan Kualitas Udara Kota 

Pekanbaru yang digolongkan kedalam enam kategori. 

3.1 Data Preprocessing 

Hasil dari proses data preprocessing dataset Ionosphere menggunakan bahasa pemrograman Python. 

 

Gambar 2. Output Data Preprocessing (Dataset Ionosphere) 

Proses awal melibatkan preprocessing data pada empat dataset: Ionosphere, Abalone, Kualitas Udara, dan Water 

Quality. Langkah utamanya adalah pembersihan data (data cleaning) dengan menghapus record yang duplikat. 

Hasilnya, jumlah data observasi pada dataset Ionosphere berkurang menjadi 350, dataset Kualitas Udara menjadi 

1.080, dan dataset Water Quality menjadi 117 record. Dataset Abalone tidak mengalami perubahan jumlah data 

karena tidak ditemukan duplikasi. Selain itu, dilakukan penghapusan kolom target ('Class' pada Water Quality dan 

'Kategori' pada Kualitas Udara) untuk menyederhanakan format kolom.  

 

Gambar 3. Output Data Preprocessing (Dataset Abalone) 

Terlihat hasil dari proses preprocessing pada dataset Ionosphere, dimana terdapat sebanyak 1 record yang duplikat 

sehingga proses cleaning dilakukan dengan cara membuang duplikasi data tersebut sehingga jumlah data observasi 

pada dataset Ionosphere yang semula sebanyak 351 record menjadi 350 record.  

 

 

Gambar 4. Output Data Preprocessing (Dataset Kualitas Udara) 
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Terlihat hasil standarisasi data dataset Kualitas Udara, dimana interval atau rentang data menjadi lebih 

proporsional. Nilai standard score atribut PM10 pada record data ke-1 adalah sebesar -0.1389 atau dibulatkan 

menjadi -0.14. Nilai standard score atribut SO2 pada record data ke-1 adalah sebesar 2.8057 atau dibulatkan 

menjadi 2.81. Hal yang sama juga berlaku untuk atribut lainnya pada record data selanjutnya. 

 

 

Gambar 5. Output Data Normalization (Dataset Water Quality) 

Nilai standard score atribut TSS pada record data ke-1 adalah sebesar -0.9085 atau dibulatkan menjadi -0.91. Nilai 

standard score atribut DO pada record data ke-1 adalah sebesar -0.4555 atau dibulatkan menjadi -0.46. 

3.2. Bobot menggunakan PCA 

PCA digunakan sebagai tolak ukur untuk menguji korelasi antar atribut. PCA dalam penelitian ini digunakan 

sebagai dasar pemberian bobot terhadap karakteristik jarak antar data. Agar mempermudah perhitungan PCA 

terhadap seluruh data maka digunakan dukungan bahasa pemrograman Python. pembentukan Covariance Matrix 

dataset Ionosphere. 

 

Gambar 6. Output Covariance Matrix (Dataset Ionosphere) 

Atribut SR1 memiliki korelasi ragam peragam (varians covariance) sebesar 1, Sementara korelasi atribut SR1 

dengan SR2 dan sebaliknya atribut SR2 dengan SR1 memiliki korelasi (varians covariance) sebesar 0.143 dan 

seterusnya dengan cara yang sama juga berlaku untuk setiap pasangan atribut. output pembentukan Covariance 

Matrix dataset Abalone. 

 

Gambar 7. Output Covariance Matrix (Dataset Abalone) 
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Terlihat hasil perolehan nilai korelasi antar atribut dataset Abalone menggunakan persamaan  Atribut Length 

memiliki korelasi ragam peragam (varians covariance) sebesar 1, Sementara korelasi atribut Length dengan 

Diameter dan sebaliknya atribut Diameter dengan Length memiliki korelasi (varians covariance) sebesar 0.987 

dan seterusnya dengan cara yang sama juga berlaku untuk setiap pasangan atribut. perolehan eigenvalue dataset 

Ionosphere menggunakan pemrograman Python 

 

Gambar 8. Output Eigenvalue (Dataset Ionosphere) 

 

Untuk memperoleh nilai proporsi, maka terlebih dahulu menghitung nilai ragam peragam (Variance 

Covariance). 

 

Gambar 9. Output Proportion Cumulative 

Dari gambar 4.17, Terlihat hasil perolehan persentase nilai proporsi varians dataset Ionosphere secara cumulative, 

artinya persentase nilai proporsi cumulative PC1 sebesar 27.48%, PC2 sebesar 40.72%, PC3 sebesar 48.84%, PC4 

sebesar 56.25%, PC5 sebesar 62.15%, PC6 sebesar 65.74%, PC7 sebesar 68.93%, Hal yang sama juga berlaku 

untuk persentase nilai proporsi varians PC8 sampai dengan PC32. 

 

Gambar 10. Grafik Variance Covariance (Dataset Ionosphere) 

Implementasi hasil pengujian dari model  Clustering dibagi atas dua bagian yaitu: model K-Means konvensional 

dan model Distance Weight K-Means menggunakan pendekatan PCA. 

Berdasarkan hasil data preprocessing dataset Ionosphere memiliki 32 atribut, 2 kelas dan 350 instances. Distribusi 

kelas yaitu bernilai 1 sebanyak 313 instances dan bernilai 0 sebanyak 37 instances. Proses  Clustering diawali 

dengan melakukan standarisasi data (Min-Max normalization). 
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Gambar 11. Sebaran Dataset Ionosphere (Unclustered Data) 

Terlihat hasil tampilan dari sebaran informasi akan dataset Ionosphere sebelum dilakukannya proses clustering. 

Gambar menunjukkan simbol lingkaran berwarna cyan menunjukkan titik nilai yang belum dilakukan  Clustering 

dari masing-masing atribut pada dataset Ionosphere dan rentang nilai masing-masing atribut bernilai terendah 

adalah 0.1 dan nilai tertinggi adalah 1. Hal ini dilakukan agar mempermudah proses clustering. 

Berikut adalah grafik kinerja  Clustering K-Means konvensional berdasarkan perolehan nilai Sum of Square Error 

(SSE), saat nilai K=2 sampai K=10 pada dataset Ionosphere, yaitu: 

 

Gambar 12. Sum of Square Error K-Means Konvensional (Ionosphere) 

grafik rekapitulasi SSE K-Means konvensional dataset Ionosphere, saat nilai K=2 sampai K=10. Saat nilai K=2 

terjadi error senilai 596.29, Saat K=3 terjadi error senilai 547.49, Saat K=4 terjadi error senilai 494.06, Saat K=5 

terjadi error senilai 481.67, Saat K=6 terjadi error senilai 477.7, Saat K=7 terjadi error senilai 476.39, Saat K=8 

terjadi error senilai 470.90, Saat K=9 terjadi error senilai 459.77 dan K=10 terjadi error senilai 441.7. 

dataset Abalone memiliki 8 atribut dan 4.177 instances. Berikut adalah informasi nilai per atribut dari dataset 

Abalone, yaitu: 

Tabel 1. Informasi Atribut Dataset Abalone 

No. Atribut Nilai 

1 Sex {M, F, I} 

2 Length 
[0.075, 

0.815] 

3 Diameter 
[0.055, 

0.65] 

4 Height [0.0, 1.13] 

5 Whole_weight 
[0.0020, 

2.8255] 

6 Shucked_weight 
[0.0010, 

1.488] 

7 Viscera_weight 
[0.0005, 

0.76] 

8 Shell_weight 
[0.0015, 

1.005] 
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Proses  Clustering diawali dengan melakukan standarisasi data (Min-Max normalization), agar interval atau 

rentang data menjadi lebih proporsional 

 

 

Gambar 13. Sebaran Centroid Akhir Abalone (K-Means Konvensional) 

dari hasil yang diperoleh melalui selisih derajat error dari masing- masing dataset, maka penelitian ini telah mampu 

menjawab tujuan penelitian diawal  yakni meminimalkan nilai derajat error K-Means  Clustering dengan cara 

memberikan bobot terhadap model jarak (distance weight) menggunakan PCA, Sehingga meningkatkan kinerja 

K-Means  Clustering dalam menentukan kemiripan data terhadap centroid cluster. 

4. KESIMPULAN 

Penggunaan   metode   PCA   sebagai   dasar   pemberian   bobot    terhadap karakteristik jarak antar data telah 

memiliki kontribusi yang dapat meminimalkan nilai derajat error pada metode K-Means clustering. Pemberian 

nilai bobot menggunakan PCA diperoleh mulai dari menghitung korelasi antar atribut, persentase nilai proporsi 

varians data, memilih kontribusi maksimum terhadap variasi data, kemudian memilih nilai maksimum yang 

dijadikan sebagai nilai bobot atribut. Dan, Pembobotan jarak pada K-Means menggunakan PCA terbukti dapat 

meminimalkan nilai derajat error pada K-Means clustering, dimana perubahan nilai derajat error yang signifikan 

banyak terjadi saat menggunakan metode pembobotan jarak (nilai K=5) yaitu dataset Water Quality sebesar 11.80, 

sedangkan nilai derajat error tanpa pembobotan jarak sebesar 13.57. Jika dibandingkan dengan dataset Ionosphere 

dimana perubahan nilai derajat error yang relatif masih sedikit saat menggunakan metode pembobotan jarak (nilai 

K=5) yaitu sebesar 468.32, sedangkan nilai derajat error tanpa pembobotan jarak sebesar 481.67. Kemudian,  K-

Means merupakan metode pengelompokkan data yang cukup baik, namun dapat menghasilkan nilai centroid yang 

bersifat outlier, sehingga metode penentuan nilai centroid menjadi sangat penting. 
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